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ABSTRACT

A combination of London penetration depth and arti�cial disorder was used to probe the en-

ergy gap structure and symmetry of a few members of the iron-based superconductor systems.

Information regarding the gap structure and symmetry is an important clue which helps uncover

the mechanism behind the unconventional, non-BCS-type superconductors. We used the tunnel-

diode resonator method to do London penetration depth measurements with high precision down to

50 mK base temperature. The disorder is introduced by electron irradiation, which was performed

at the SIRIUS facility in Ecole Polytechnique (Palaiseau France) to produce point-like disorder

in the materials of study. Non-magnetic defects induced by the irradiation in
uence each mate-

rial di�erently depending on its underlying susceptibility to impurity scattering. The response to

irradiation provides another key clue about the gap structure and symmetry of iron-based super-

conductors. This dissertation describes the details of the experimental work on 16 samples from

the Ba1� xK xFe2As2 system across the superconducting dome, with the results can be explained

coherently with s� -pairing symmetry. The same gap symmetry was also found in the CaKFe4As4

system. We found that this series is remarkably similar to the Ba1� xK xFe2As2 system in many

ways, consistent with other reports in literature. London penetration depth measurements and

electron irradiation were also performed on FeSe, which is a unique system in the iron-based su-

perconductor family. Surprisingly, Tc in FeSe wasenhancedby irradiation which paints a di�erent

picture of superconductivity compared to Ba1� xK xFe2As2 and CaK(Fe1� xNix )4As4. However, the

FeSe experimental data could still be explained within the (extended)s� paradigm. In conclusion,

we found a strong evidence supporting thes� pairing symmetry which manifested into di�erent

gap structures in several representative systems in the iron-based superconductors family.
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CHAPTER 1. GENERAL INTRODUCTION

1.1 Basic Overview of Iron-based Superconductors

In the early 2000s following the breakthrough on the research in copper-based (cuprates) ma-

terial where the superconducting critical temperature (Tc) reached the temperature range above

liquid nitrogen, the stage was set in anticipation for another exciting discovery in the �eld of su-

perconductivity. In the year of 2006 Hosonoet al. reported a new superconductor (SC) containing

iron layers LaOFeP, which has a rather unimpressiveTc of 4 K [1]. Although the material falls into

the range of low-Tc SC's, the �nding was still quite signi�cant. At that time, the common wisdom

to look for a new superconductor compound was to stay away from any magnetic elements (such

as iron) following the so-called Matthias' rules [2]. Two years later, a bigger impact came when the

same authors published and reported di�erent substitutions in La(O1� xFx )FeAs (x = 0 :05� 0:12)

which raised the Tc up to 26 K [3]. This temperature regime is above the range that conven-

tional BCS weak-coupling theory can predict [4], which suggests that Fe-based superconductors

(FeSCs) might also belong to the \unconventional" superconductors, putting them in a category

similar to the high-Tc cuprates. Consequently, active research with concentrated e�orts exploded

in that direction. From that point on FeSCs has grabbed the center of attention from the cuprates.

Since then a host of di�erent families of FeSCs have been discovered withTc ranging up to 100 K

in certain conditions [5]. In this dissertation I use the term \unconventional" to mean SCs that

are non-phonon mediated, as opposed to conventional BCS-type SCs which are phonon mediated.

Note that this is a slightly simpler and more relaxed de�nition compared to the traditionally stricter

de�nition of an unconventional superconductor having a lower symmetry than the lattice.
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1.1.1 Families of iron-based superconductors

Now about a decade after the initial excitement one of the ways we classify the di�erent families

of iron-based superconductors is by their composition ratios, such as 11 (e.g. FeSe), 111 (e.g.

LiFeAs), 122, (e.g. BaFe2As2), 1111 (e.g. LaOFeAs), 32522 (Sr3Sc2O5Fe2As2) and �nally the

recently (2016) discovered 1144 (e.g. CaKFe4As4) families, see Fig. 1.1(a). Alternatively, it is

also common to identify the materials by their elemental components: pnictides which contain As

or P and chalcogenides which contain S, Se or Te. Although there is a the tremendous amount

of diversity in terms of Tc, phase diagram and competing orders, all iron-based superconductors

possess a similar layered structure. As can be seen in Fig. 1.1(a) layers containing iron pnictides

or iron chalcogenides are stacked in between the alkali or alkali-earth ions in the crystallographic

c-direction. The similarities in their structural pattern to the cuprates which contain CuO layers

were pointed early on. The lower dimensionality (planar/2D as opposed to 3D) is speculated to be

one of the necessary ingredients for a high-Tc superconductor.

1.1.2 Tuning parameters and phase diagrams

The iron-based superconductors are metallic at ambient conditions, which is very di�erent

from the cuprates which are Mott insulators. When cooled down several stoichiometric parent

compounds of iron-based superconductors do not undergo the superconducting transitions, and

the normal metallic state (which might order magnetically) persists down to zero Kelvin (see, for

example, Fig. 1.2(a)). However, if their electronic band structure is in a close proximity to the

superconducting instability, then by tuning the material's key parameters (such as substitutional

doping, uniaxial strain, hydrostatic pressure or disorder level) the superconducting state may be

promoted as the more favorable ground state in the material. This is far from a universal rule

however, since in other materials we may encounter the opposite behavior: that superconductivity

in a chemically stoichiometric compound is suppressed by increasing/tuning the parameters. These

physical parameters have allowed experimentalists to explore the phase space and reveal the un-

derlying rich physics. Some of the published work in selected materials are presented in Fig. 1.2
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Figure 1.1 The crystallographic and magnetic structure of iron-based superconductors.
(a) And (b) examples of tetragonal structure of FeSC, from the left, "11",
"111", "122", "1111", "32522" and "1144" families. (c) The planar iron layer
common to all superconducting compounds with iron ions shown in red and
pnictogen/chalcogen anions shown in gold. The dashed line indicates the size of
the 2-Fe unit cell, and the stripe-type spin arrangement is indicated by arrows.
(a) And (c) from Ref. [6], (b) from Ref. [7].
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(a) - (c), which show examples ofT vs doping phase diagrams in di�erent families of FeSCs. Fig.

1.2 (d) - (f) show examples of the e�ect of pressure and disorder.

Among the examples in Fig. 1.1 the so-called 122 family is one of the most heavily studied

materials. This is because the parent compounds of the 122 system are very versatile and responsive

to the tuning of physical parameters that we discussed previously. We will revisit this point in

further details in Ch. 3, which covers Ba1� xK xFe2As2, one of the focus points of this dissertation.

Here we will only discuss general features and terminology of the 122 phase diagram, shown in

Fig. 1.3.

In a typical FeSC phase diagram, the horizontal and vertical axes represent a tuning parameter

and temperature, respectively. In Fig. 1.3 the tuning parameter is chemical substitution but the fol-

lowing discussion is also applicable to the other parameters. Atx = 0 (non-superconducting parent

compound) the system undergoes a magnetic phase transition from paramagnetic to antiferromag-

netic (AFM) which is coupled to a structural phase transition from tetragonal to orthorhombic at

TN � Ts � 140 K. As x increases these transition temperatures maintain their coincidence and

decrease as one in the K and P doping. However, in Ba(Fe1� xCox )2As2 there is a clear separa-

tion between the two temperatures, tracing two distinct lines as x moves away from the origin.

The AFM order manifests itself as a stripe-type spin density wave (SDW) arrangement where the

magnetic moments of the nearest neighbor Fe atoms in the FeAs layer are aligned in one planar

direction, but oppositely oriented in the other planar direction (see Fig. 1.1(b)). Both of the AFM

and orthorhombic phase are suppressed as the tuning parameter moves away fromx = 0. At a

certain range ofx inside the so-called superconducting dome, the superconducting order parameter

emerges. In Fig. 1.3 thex-axis parameter is the doping concentration so the position where the

Tc is the highest is called the optimal doping (e.g. Tc � 40 K for x � 0.4 in Ba1� xK xFe2As2).

Compositions below and above this in concentration are called the under- and over-doped regions,

respectively.
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Figure 1.2 Temperature-tuning parameter phase diagrams of iron-based superconductors
with tuning parameter: (a) - (c) chemical substitution, (d) pressure and (e) -
(f) chemical composition and disorder level. (a) From Ref. [8], (b) from Ref. [9],
(c) from Ref. [10], (d) from Ref. [11], (e) - (f) from Ref. [12].
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Figure 1.3 Phase diagrams of several systems in the Ba122 family. The negativex-axis
shows electron doping by Co substitution, the positivex-axis shows hole doping
by K substitution, the negative y-axis shows the isovalent substitution (to in-
crease chemical pressure) by P substitution and thez-axis shows temperature.
The AFM phase in the spin density wave (SDW) arrangement is shaded blue
and the superconducting domes are shaded green (P doping) and pink (K and
Co doping). From Ref. [13].
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1.2 Iron-based Superconductors: Energy Gap Structure and Symmetry

Although the families of BaFe2As2 (Ba122) share the same parent compound, there is a diverse

variety of gap structures (Fig. 1.3). In the Co-doped system (Co-Ba122) Co atoms replace some of

the Fe atoms adding more electron count. The Fermi surface is fully gapped across the supercon-

ducting dome in the ab-plane [14], but develops line nodes in thec-direction in the underdoped and

overdoped edges [15]. In the P-doped compounds (P-Ba122) where P isovalently replaces As, the

gap contains nodes in theab-plane that are not due to the symmetry of the order parameter [16]

(as opposed to symmetry-imposed nodes ind-wave order parameter). Interestingly, the K-doped

system (K-Ba122, K adds hole count at Ba sites) exhibits both nodal and nodeless gaps in the

ab-plane in di�erent regions of the superconducting dome [17, 18, 19] (see Ch. 3 for more details

on K-Ba122). Other than the Ba122 family the 122 system has other parent compounds such as

CaFe2As2 (Ca122), SrFe2As2 (Sr122), with various options of elements to dope them with, such as

Na, Ni, Ru, Rh, among others.

The 122 family serves as a good example to show that there are many possibilities of gap

structures in unconventional SCs. Therefore an accurate determination of a superconducting gap

of a given compound is required. While knowledge of the presence (or absence) of nodes often

gives the necessary evidence to narrow down the possibility of potential gap structures, sometimes

it may not be su�cient to determine the gap symmetry . As illustrated in Fig 1.4, (a) - (d) have

di�erent structures but they belong to the same (extended) s-wave symmetry group. Therefore all

of them are invariant under 90� rotation. On the other hand, (d) and (e) both have nodes along

their gap structure although they belong to di�erent symmetry groups ( s-wave and d-wave order

parameter, respectively). Upon 90� rotation the s-wave gap symmetry preserves its sign but the

d-wave reverses sign.

It is essential to investigate the superconducting gap structure along with the gap symmetry

as much as possible in order to reveal the pairing mechanism in the unconventional superconduc-

tors [20]. Until now there is no universal consensus in the condensed matter physics community

regarding the exact pairing mechanism - how and what \glues" the electrons to form into pairs
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Figure 1.4 Schematic gaps �(k) in FeSC. Color represents phase of �(k). (a) Conventional
s-wave (s++ state). (b) s� state with gap on hole pocket having a di�erent
sign than on electron pockets. (c) Antiphases-wave state possible when two
or more hole pockets are present, showing gaps with three di�erent phases. (d)
Similar to (b), but with accidental nodes on electron pockets. (e)d-wave state,
(f) d-wave state when no central hole pocket is present (nodelessd-wave). From
Ref. [20].
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in unconventional superconductors, including the cuprate and FeSC families. Although everybody

agrees that it is likely that the Fe atoms (with their 5 d orbitals) play a crucial role in the pairing

mechanism for FeSC, there are di�erent schools of thought regarding the exact channel via which

the Fe - Fe interaction happens. Unlike in phonon-mediated conventional BCS (Fig. 1.5), promising

candidates for the interaction channels in FeSCs include the spin 
uctuations (magnons), charge

(orbital) 
uctuations or a combination/cooperation of both.

1.2.1 Iron-based superconductor - a multiband system

To understand the intricate details of how the di�erent channels play a role in iron-based super-

conductors we need to review the concepts of multiband superconductivity, starting with the FeSC

band structure. For most compounds in the FeSC system (except in a few cases with an extreme

doping and topology) measurements by angular resolved photoemission spectroscopy (ARPES)

technique and �rst-principle calculations by density functional theory (DFT) model reveal that

there are at least �ve electronic bands crossing the Fermi surface (FS, see Fig. 1.6(a) - (c)). One or

sometimes two located at the center of the Brillouin zone (BZ) have hole-like dispersion relation,

and the ones at the corners have electron-like dispersion relation. They are most commonly re-

ferred to as hole and electron pockets, respectively. The bands are almost two-dimensional with a

cylinder-like shape near the Fermi surface with the cylinder axis points along thec-crystallographic

direction. The two dimensionality of the band structure is consistent with the fact that FeSC crys-

tal in real space has a layered structure with a weaker interlayer bond. For experimental purposes,

the layered crystals are quite cleavable to expose a fresh and clean surface for the surface-sensitive

measurements such as ARPES or STM, which can probe the momentum and real spaces directly.

Other experiments such as the inelastic neutron scattering can probe the magnetic structure, with

the superconducting state on iron-based superconductors feature a resonance peak at a momentum

transfer Q = ( �; � ) [24, 25] which is associated with the wave vector of a long range antiferromag-

netic order. This resonance behavior is similar to what is observed in the cuprate system. Although

this does not prove that Fe-based superconductivity is mediated by the spin 
uctuations, it is sug-
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Figure 1.5 Two routes to superconductivity. (a) Two electrons attract each other when
the �rst polarizes a local region (yellow) of the lattice and the second is at-
tracted to that region. The pair wavefunction 	( r ) (where r is the relative
electron coordinate) has the full symmetry of the crystal and gives rise to a
gap function �( k) (where k is the momentum) with the same sign on the whole
FS. (b) Electrons interact with each other via the Coulomb repulsion. In this
example the dominant interaction is the magnetic exchange (blue wavy line)
arising between opposite-spin electrons due to Coulomb forces. The �rst elec-
tron polarizes the conduction electron gas antiferromagnetically, and a second
electron of opposite spin can lower its energy in that locally polarized region.
Here 	( r ) has a node at the origin which minimizes the Coulomb repulsion and
can have eitherS� or dx2 � y2 form, as shown. The two possibilities lead to gap
functions of varying sign on the FS. From Ref. [21].
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Figure 1.6 Fermi surfaces of FeSCs and the cuprates. (a) A three-dimensional plot of the
superconducting gap size (�) of Ba0:6K0:4Fe2As2 measured at 15 K on the three
observed FS sheets (shown at the bottom as an intensity plot). (b) The Fermi
surface of the nonmagnetic BaFe2As2 for 10% h-doping (virtual crystal approx-
imation). (c) In FeSCs scattering by antiferromagnetic Q moves fermions from
one FS to the other. Because spin-mediated interaction is positive (repulsive),
the gap must change sign between di�erent FSs but to �rst approximation re-
mains a constant on a given FS. By symmetry such a gap is ans-wave gap,
speci�cally the s� because it changes sign between di�erent FSs. (d) In the
cuprates the FS is single and large, andQ connects points on the same FS.
In this situation the gap must change sign between FS points separated byQ.
Consequently, the gap changes sign twice along the FS. This implies ad-wave
gap symmetry. (a) And (b) from Ref. [22], (c) and (d) from Ref. [23].
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gestive evidence that spin density waves play a major role in the mechanism of superconductivity

in iron-based superconductors.

The general interpretation of the neutron spin resonance itself is that it is a representation of a

paramagnon mode of the system [20]. The mode is associated with a magnetic susceptibility which

contains an anomalous Green function proportional to the coherence factor

X

k

"

1 �
� k � k + q

Ek Ek + q

#

::: (1.1)

where ... is the kernel of the BCS susceptibility. A quick glance reveals that this factor vanishes

if � k and � k + q have the same sign, and is maximized if their signs are opposite. This is why the

observation from a neutron spin resonance peak is generally accepted as a \natural" indication of

a sign change in the order parameter, i.e. the gap function �(k).

A sign change in the gap function is the crucial element for any electronic mechanism of super-

conductivity. Since the spin-mediated interaction U(k; k0) is repulsive (positive), the gap function

�( k) has to change sign to extract an overall attractive (negative) component from the BCS gap

equation

�( k) /
Z

dkdk0U(k; k0)�( k0) (1.2)

with k and k0 = k + Q are two di�erent points in the gapped FS, and Q = ( �; � ) is the momentum

transfer wave vector.

Having established that the sign change which is indicated by the neutron spin resonance

experiments is actually a necessary ingredient for the mechanism of superconductivity, we can now

analyze how it constrains possible candidates for the superconducting gap structure and symmetry

in FeSC system. The available symmetries in 2D tetragonal systems (such as the FeSCs) areA1g

(s-wave), B1g (dx2 � y2 ), B2g (dxy ), Eg (dxz;yz )and A2g (gxy (x2 � y2 ) [26]. In the cuprates since the

wave vector Q connects the points in the same FS (see Fig. 1.6(d)), the symmetry isd-wave which

changes sign twice along the FS. On the other hand, in iron-based superconductors the FSs are

small and Q connects points from two di�erent bands. Therefore the sign change happens between

the hole pocket at the center of the (BZ) and the electron pocket at the corner (Fig. 1.6(c)). This
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belongs to the (extended)s-wave symmetry, the s� gap structure. For this reasons� is the leading

candidate for the gap structure in FeSCs, although not everyone is convinced that it is universally

applicable to all families in iron-based superconductors.

1.2.2 Derivation of s-wave and d -wave gaps in a multiband superconductor

From a theoretical viewpoint having multiple bands makes the full-blown, brute force calcula-

tions to the system can get very involved, which is not the scope of this dissertation. A reader

curious about the di�erent theoretical schemes and microscopic treatments about iron-based super-

conductors may refer to the collection of review papers written by excellent theorists [20, 23, 27, 28]

for further details. In this section we will only consider a theoretical \toy" FS model that simpli�es

the situation into three distinct bands (one hole pocket and two electron pockets) while still cap-

turing the essential physics to get the fundamental insights about FeSCs. The discussion is derived

from [23].

We start with the multiband electronic structure as observed by experiment as input and re-

stricting ourselves only to 1-Fe BZ. The di�erence between 1-Fe (unfolded) and 2-Fe (folded) BZs

are shown schematically in Fig. 1.7(b) and (c). The folded version contains two Fe atoms and

takes into account the two inequivalent As sites (1.7(a) blue square [real space], 1.7(b) [momentum

space]) so it is physically more meaningful. However, the unfolded version (1.7(a) green square

[real space] 1.7(c) [momentum space]) still captures the fundamental interactions and is easier to

work with. If (for simplicity) the potential di�erence from the two inequivalent interactions can

be neglected, the di�erence between the two BZs becomes purely geometrical. In the momentum

space the axes of the unfolded BZ are rotated 45� from their folded counterparts.
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Figure 1.7 Real and momentum space structures of iron-based superconductors. (a) If
only Fe states are considered, an elementary cell containing one Fe atom is
marked by a green square. The actual unit cell (blue) contains two Fe atoms
because two inequivalent positions of a pnictide above and below the Fe plane
(solid and dashed As circles). (b) The location of hole and electron FSs in a
2D cross section in the folded Brillouin zone (BZ) with 2-Fe cell, (c) and in
the unfolded BZ with 1-Fe cell. (d) Intrapocket and interpocket interactions
in a four-band 2D model for FeSCs. For simplicity only one hole FS is shown.
�, X and Y points are (0,0), (� ,0) and (0,� ), respectively. � h;h is the hole
intrapocket interaction. � e1 ;h and � e2 ;h are interpocket interactions between
a hole and an electron pocket. �e1 ;e1 , � e2 ;e2 and � e1 ;e2 are intrapocket and
interpocket interactions involving the two electron pockets. (a) From Ref. [23],
(b) and (c) from Ref. [29], (d) from Ref. [30].
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A generic low-energy BCS-type model in the band basis is described by

H =
X

i; k

� i (k)ay
i k ai k +

X

i;j; k ;p

� i;j (k ; p)ay
i; k ay

i � k aj p aj � p (1.3)

The �rst sum describes low-energy excitations near hole and electron FSs withay
i k (ai k ) as the

creation (annihilation) operator for an electron with momentum k and band index i . The second

sum describes the scattering of a pair (k " ; � k #) on the FS i to a pair (p " ; � p #) on the FS j .

These interactions are either intrapocket (hole-hole �hh or electron-electron � ei ei , assuming only

one hole pocket for simplicity) or interpocket interactions (hole-electron � ei h or electron-electron

� ei 6= ej ). This is illustrated in Fig. 1.7(d).

If we assume that the �s are frequency independent, then the gap function �( k) also does not

depend on frequency. In this case the gap equation becomes an eigenfunction/eigenvalue problem

� i � i (k) = �
Z

dpjj
4� 2vp F

�( kF ; pF )� i (p) (1.4)

where � i are the eigenfunctions and� i the eigenvalues. If one or more� i are positive, the system

is unstable toward superconducting pairing with the correspondingTc;i = � i e� 1=� i . Because of

the exponential dependence on 1/� i , the solution with the largest positive � i will emerge �rst and

establish the pairing state, immediately below its Tc.

To solve 1.4 we need to express �(k; p) in the basis functions of one of the representations of the

tetragonal group (A1g; B1g, etc, see the paragraph below Eq. 1.2). For example, thes-wave (A1g

representation) component of �( k; p) can be quite generally expressed as

� (1g) (k; p) = � s(k; p) =
X

m;n

As
mn 	 s

m (k)	 s
n (p) (1.5)

where 	 s
m (k) are the basis functions of theA1g symmetry group: 1, coskx cosky , coskx + cos ky ,

etc., and Aa
mn are the coe�cients. By expanding 	 s

m (k) near (0,0) and 	 s
n (p) near (0,� ) in the BZ

which are the locations of the hole and electron pockets and keeping only the leading terms, we get

	 s
m (k) � am and 	 s

n (p) � bn � bn cos2� p (1.6)

with the upper sign for an electron pocket at (0,� ) and the lower for the other one at (� ,0).
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Using 1.6 to express �s(k; p) in 1.5 and substituting them to solve the eigenfunction equation

1.4, we get the expression for the gap functions of FeSC in thes-wave symmetry

� (s)
h (k) = � h0 (k � independent)

� (s)
e (k) = � e0 (1 � r cos 2� k )

(1.7)

The gaps along the hole FS are angle independent, but the gaps along the two electron FSs may

acquire accidental nodes depending on the ratio of the two prefactors. Herer is the anisotropy

parameter. When r � 1 then nodes appear at accidental values of� , which are not protected by

symmetry and could be di�erent between the two electron FSs.

Doing the same exercise in theB1g representation yields the gap functions in thedx2 � y2 sym-

metry,

� (d)
h (k) = � h0 cos 2� k

� (d)
e (k) = � e0 (� 1 + r cos 2� k )

(1.8)

Along the hole FS the gap behaves as a conventionald-wave gap with four nodes along the diagonals.

Along the electron FSs the two gaps di�er in the sign of the angle-independent terms and have

in-phase cos 2� oscillating components. Whenr � 1 the two gaps are simply plus and minus gaps,

but when r � 1 then again accidental nodes appear.

Therefore we see that the geometry of the FSs in the FeSCs a�ects the gap structure in a

fundamental way: Because electron FSs are centered at (0,� ) and (� ,0) points and not along BZ

diagonals, s-wave gaps on these FSs have cos 2� oscillations that one normally would associate

with a d-wave symmetry, andd-wave gaps have constant (plus-minus) components that one would

normally associate with ans-wave symmetry. When these \wrong" components are large, the gaps

develop accidental nodes. Thus these nodes may be present or absent for boths-wave and d-wave

gaps, regardless of the symmetry constraints [23].
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1.2.3 Brief overview of experimental methods to probe the energy gap structure and

symmetry

To probe the superconducting gap structure one needs to access the states belowTc which rules

out electronic transport (resistivity) measurement immediately. It is still a very useful probe of

the normal (metallic) state properties above Tc though it usually needs to be used in conjunction

with other methods when studying a superconductor material. At present day, there are various

experimental tools in the physicists' arsenal that can probe the surface (such as ARPES and STM)

and thermodynamics (such as heat capacity and quantum oscillations) states. This section is an

introduction to a few selected experimental probes that are widely used today, but it is not by any

means an exhaustive list. The section will close with the discussion of London penetration depth

which is the main characterization technique used for the studies in this dissertation.

1.2.3.1 Angle-resolved photo-emission spectroscopy

ARPES is probably the most direct probe of the superconducting gap structure because it is

able to observe the low energy quasiparticle excitations. It uses a laser to knock out loosely bound

electrons and record their angular and energy distribution. The technique can resolve both the FS

structure in the momentum space and the spectra of the electronic states near the Fermi energy.

The data from ARPES measurements have been used to verify the band structure calculations

that predict the size, shape and position of the FS pockets of FeSC in the momentum space (see

Fig. 1.6(a) and (b)). On the limitation side, ARPES laser only penetrates a few lattice parameters

deep and therefore the quality of the sample's surface is of paramount importance. This is the reason

why an ARPES set up is usually equipped with a mechanism to cleave the samplein situ , inside its

ultra-high vacuum (UHV) chamber space. A successful cleaving exposes a fresh, contaminant-free

surface that is ready to be measured. Due to its nature as a surface probe, the data gleaned from

ARPES has to be analyzed in the right framework by taking into account the surface conditions,

surface reconstruction energy and other variables before making interpretations about the bulk
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properties of the material. Another obvious limitation of the ARPES technique is that it can only

map out states below the Fermi energy and all the states above the Fermi energy are \invisible".

1.2.3.2 Scanning tunneling microscopy

The complement of the momentum space mapping using ARPES is of course, the STM that

maps out real space. The technique uses a sharp conducting tip biased at potentialV and positioned

close to the surface. The electrons that tunnel between the tip and the surface are proportional

to the local electronic density of states. Depending on the chosen experimental parameters while

scanning a desired area, STM can produce a map that shows the local distribution of elemental

atoms, impurities, magnetic vortices, etc. In order to gain information about the gap structure in

the momentum space the STM image can be further processed using the Fourier transformation,

and this is called quasiparticle interference (QPI) technique. Any kind of impurity or defect in the

metal gives rise to Friedel oscillations of the charge and spin and density around the imperfection,

which are re
ected in the QPI image. After the Fourier transformation the QPI image can be used

to cross-reference the ARPES data to highlight their similarities and di�erences. The STM/QPI

also su�er from the same limitations as other surface probes, which is usually remedied by having

the in situ cleaving mechanism to get the best surface possible.

1.2.3.3 Heat capacity and thermal conductivity

The low temperature heat capacity of a material is given by

C = 
T + �T 3 (1.9)

where 
 , � are the electronic (Sommerfeld) and phonon contribution coe�cients, respectively.

In a conventional weak-coupling (BCS-type) SC, the gap is single and isotropic. In this case,

there is a well-known relation between the heat capacity jump at Tc, 
 and Tc itself, given by

� CjTc =(
T c) = 1 :43. In the case of a new superconducting material with an unknown gap, the

heat capacity data comparison to the BCS curve has been used to infer whether the new material is

likely to have a conventional s-wave gap structure or otherwise. More speci�cally, ifC=T saturates
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to zero asT ! 0 the FS is commonly interpreted as fully gapped. The full gap scenario indicated

by a saturation at low temperature extends to other probes that similarly rely on the population

abundance of the quasiparticles (the unpaired electrons) such as London penetration depth. Since

the temperature dependence follows a thermally activated behavior (Boltzmann distribution func-

tion), an exponential behavior which has strong saturation at low temperature is usually accepted

as a strong indication of the a fully gapped FS, provided a clean material and the base temperature

of the experiment is su�ciently far below Tc.

The thermal conductivity of a material at low temperatures is given by

� = aT + bT� � 1 (1.10)

where the �rst term comes from the conduction electrons and the second term comes from the

phonon and magnon contributions. For a superconductor, the residual linear term�=T (T ! 0)

is used to distinguish the presence/absence of nodes in the gap structure. If nodes are present

(absent), �=T is approaching a �nite value (zero) when extrapolated to T ! 0. To achieve a good

con�dence in determining the value of the residual linear term, a dilution refrigerator is sometimes

required to reach a base temperature in the tens of mK range.

An application of magnetic �eld may also provide insight about the gap topography. For a gap

without nodes or deep minima, the rise in� as a function of applied �eld H is very slow because

it relies on tunneling between quasiparticle states localized on adjacent vortices. By contrast, a

superconducting gap that develops deep minima but non-zero anywhere in FS will show saturation

behavior at H = 0, then rise rapidly at the application of �eld. The work by Tanatar et al: on

Co-Ba122 system is an example that shows both behaviors, concluding that the gap anisotropy

strongly depends on the doping composition [14].

Another advantageous feature of thermal conductivity experiments is that it is directional.

Therefore it is possible to do an angular dependence study of the gap structure and uncover the

nodal directions. For a few special scenarios, this capability may provide the crucial evidence for

distinguishing between the symmetry-imposed vs accidental nodes since the symmetry-imposed

nodes (such asd-wave) are tied to speci�c locations. Not only limited to the ab-plane, the heat
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current can also be directed along thec-axis to explore the 3D nature of the FeSC gap structure

(e.g. in the work of Reid et al: in Co-Ba122 system [15]).

1.2.3.4 London penetration depth

The London penetration depth, � L , is the characteristic length scale of the exponential decay

of externally applied magnetic �eld inside a superconductor due to Meissner screening [31]. There

are several methods to experimentally measure� L for instance using magnetic force microscopy

(MFM), the cavity perturbation technique, using muon-spin rotation ( � SR), etc. Each method has

more or less its own strengths and weaknesses. In this work the London penetration depth was

measured using the tunnel-diode resonator (TDR) technique, which will be discussed in details in

Section 2.2. As a summary, the advantages of using the TDR method are as follows: its relatively

small size allows mounting the set up to a dilution refrigerator to reach sub 100 mK temperature,

the ability to apply external magnetic �eld to access both London and Campbell states in both

the in-plane (ab) and out-of-plane (c) directions, and the part-per-billion (ppb) precision that may

translate to Angstrom scale precision. On the other hand, the disadvantage of the TDR method

is its inability to easily measure the absolute value of penetration depth. Instead the data is

usually given as the change in penetration depth �� L (T) = � L (T) � � L (Tbase) where Tbase is the

experimental base temperature. To get the absolute penetration depth� (T) we need to �x � (Tbase)

to a reference point. WhenTbase is low enough (sub-Kelvin range) we may take the penetration

depth at 0 K [ � (0)] as the reference point.� (0) is an important parameter of the material (see Ch. 2

for more details) which needs to be independently determined from other experimental methods.

Prozorov et al. [32] developed a method to measure� (0) using a TDR setup where the sample

needs to be coated with a thin layer of aluminum [33, 34] with the penetration depth measurements

taken before and after the coating.

The relation between London penetration depth to the density of paired electrons responsible

for the supercurrent is given by � � 2
L (T) / ns(T). Since the total count of electrons are conserved

(ntotal = nqp+ ns), the increase of� L due to temperature is considered as a measure of the increase
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of the excited quasiparticles whose pairs are broken and they behave like normal electrons. The

behavior of the excitations depends closely on the gap structure and therefore provides evidence

for the presence of shallow gap minima, midgap states or nodal structures, with the same line of

reasoning discussed in the heat capacity section. In a conventional (s-wave) SC the gap magnitude

� is isotropic and approximately temperature-independent below 0.3 Tc (Fig. 1.8(a)). In this case,

the temperature dependence of London penetration depth is exponential as derived from the BCS

theory [35]

� � L (T)
� L (0)

�

s
� �(0)
2kBT

exp �
�(0)
kBT

(1.11)

where � L (0) and �(0) are the penetration depth and gap magnitude at 0 K, respectively. On

the other hand, a nodal gap would have linearT-dependence due to the immediately accessible

states for the excited quasiparticles. For a cleand-wave measured in theab-plane, the temperature

dependence is given by [36]
� � L (T)
� L (0)

�
2 ln2

� �(0)
T (1.12)

where � depends on the functional form of � near nodes [37]. For additional details on the theory

of London penetration depth, see Section 2.1.

Sinces-wave andd-wave gaps have their ownT-dependent signature, the low temperature part

(T=Tc � 0:3) of � � L (T) can provide an insight about the gap structure (Fig. 1.8(b)). A quick

and practical way to analyze the T-dependence is to put it in the power-law form � � L (T) / Tn

[33, 40, 41]. A high exponent (n > 3) is indicative of a fully gapped FS since it is practically

indistinguishable from an exponential function [Fig. 1.8(c), red curve (Nb)]. On the other hand, a

close to linear (n < 1:5) T-dependence has been interpreted as evidence of the presence of nodes

somewhere in the gap function [Fig. 1.8(c), blue curve (BSSCO)].

For an exponent that falls around � 2 the interpretation is not as straightforward. A gap

function with various degrees of angular anisotropy (from a gap with deep minima but nodeless,

to a gap with weak anisotropy) may give exponent between 1.5 and 3. For example this was

demonstrated in the K- and Co-doped Ba122 systems by Kimet al: [19] and Tanatar et al: [14],

respectively. Furthermore, a quadraticT behavior may also arise from impurity scattering inside the
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Figure 1.8 Temperature-dependent BCS gap magnitude and London penetration depth.
(a) Theoretical BCS prediction as compared to experimentally determined en-
ergy gap magnitude in elemental SCs against normalized temperature. (b)
The change in London penetration depth � � L (T) in Nb. (c) Zoom of the low
temperature � � L (T) in the nodal BSSCO and nodeless Nb to contrast their
exponents extracted from power-law �tting. (a) From Ref. [38], (b) and (c)
from Ref. [39].

sample, which create the midgap density of states [42]. By increasing the impurity scattering, the

gap structure can be driven into a gapless or near-gapless regime, which will result in the quadratic

T-dependence [43] regardless of the pristine state havingn � 1 (nodal) or n > 3 (nodeless) [33]. This

argument has been used to explain theT2-dependence as a \dirty" d-wave in early cuprate crystals

[42]. Therefore both the anisotropy and the impurity levels may a�ect the exponent independently

and deserve a careful interpretation.

Because di�erent gaps respond di�erently to di�erent types of disorder, disorder in itself can

be used as a probe of the gap structure. In the following Section 1.3 we will discuss the e�ects

of disorder on superconductivity more thoroughly. For now, we will conclude this section by

acknowledging the need to use more than one experimental probe (sometimes via collaboration) to

gain a good understanding of the material of interest. The �ndings based only on one technique

may not be su�cient to paint the whole picture. Only by comparing and contrasting data from

several experimental probes (surface, transport, thermodynamics, etc.) that we are able to get

more or less a reliable picture.
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1.3 E�ects of Disorder on Superconducting Critical Temperature and Low

Temperature London Penetration Depth for Di�erent Gap Structures.

Real crystals are not perfect. Even the best crystal ever grown contains various types of crys-

tallographic defects, such as unintended chemical impurities, de�ciencies, inclusions, or internal

stress/strain and so on. For this reason it is necessary to research and study the role of disorder

in various types of material. By gaining a good understanding on the interplay between disorder

and a speci�c property in the material of interest (e.g. superconductivity), it is then possible to

manipulate them to our advantage. But as one can imagine, the possible combinations of disorder

and material types are almost limitless. Hence in this section we will eventually limit our scope to

a speci�c type of disorder that is used to study the gap structure of a superconductor.

1.3.1 Basic overview of di�erent types of disorder

The defects listed in the opening paragraph of this section are considered as growth defects

since they are present in the freshly grown crystals even with the grower's best e�orts to minimize

them. Another concept related to the crystal growth process is the chemical substitution disor-

der. These are the defects that may play a signi�cant role in non-stoichiometric compounds, e.g.

Ba1� xK xFe2As2. In these chemically substituted compounds it is usually impossible to decouple the

e�ects of the desired chemical composition from the (sometimes undesired) accompanying change

in the electronic band structure, chemical potential, chemical pressure on the lattice parameters

and compositional homogeneity in the sample, etc. Therefore the disorder due to both growth and

chemical substitution are considered to be innate to the sample, and are sometimes too complicated

to interpret or quantify in a theoretical model. On top of that, they lack the degree of freedom

necessary for a systematic study of disorder.

What is more desirable is a kind of disorder that can be tuned (like turning a knob). One

can imagine the case where a specimen is prepared with the innate (growth and substitutional)

defects taken as the baseline. The sample properties are measured from this baseline. Then we

turn the \knob" to add a controlled amount of arti�cial disorder, and the sample is measured again
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to quantify the changes in its properties. This would open up a whole new phase space for research

exploration. Practically, we are accessing another parameter axis in the phase space to play with,

on top of the usual physical parameters available in the experiment such as temperature, magnetic

�eld, pressure and so on. So how does one access this parameter? One way to access this parameter

is by particle irradiation. Accelerated particles (heavy ions, protons, electrons etc.) with enough

kinetic energy can generate defects from the collision with the target sample. The formula for the

maximum transferable energy by energetic particles is

Ep;max =
2E

�
E + 2mc2

�
Mc2

� �
m + M

�
c2

� 2
+ 2EMc 2

(1.13)

Eq. 1.13 gives the maximum energy transferred by accelerated incident particles (of rest massm and

energy E) to target atoms of massM [44]. Di�erent types of defects may form depending on the

mass, kinetic energy and charge of the incident particles that bombard a given material. Fig. 1.9(a)

shows the predicted defects formed when the target material contains Fe atoms (such as iron-based

superconductors). On the heavier side, ion irradiation such as Pb+ or Au+ have large rest mass

energy that they are known to create columnar defects, which may be useful for vortex-pinning

related research (Fig. 1.9(b)). Moderately massive particles like� -particles, neutrons and protons

with su�cient kinetic energy create clusters of defects due to cascades of secondary collisions

after the initial impact (Fig. 1.9(c)). Electrons, on the other hand, are the only particles that

reliably create homogeneous point-like disorder in a material due to their small masses and large

charge (Fig. 1.9(d)). A head-on collision with an electron in the MeV range can knock an atom

out of its ground state lattice position, creating a vacancy-interstitial (Frenkel pair) defect. The

e�ect of electron irradiation with di�erent energies on di�erent systems including metals and their

compounds has been previously studied in great detail [44, 45, 46].



25

Figure 1.9 The contour plot of maximum energy transferred to Fe atoms (recoil energy)
for irradiated particles with rest mass m and incident energy E. The typical
threshold energyEd for the displacement of Fe atoms from the lattice is marked
by the thick orange line. The typical energies for electron (red square), neu-
tron (green diamond), proton (purple circle), � -particle (black triangle) and
heavy-ion Pb (blue diamond) irradiation are indicated. Owing to its small
mass, the recoil energy of the electron irradiation used in this study is orders of
magnitude smaller than those other particle cases. (b) Schematic illustrations
of columnar defects which can be created by heavy-ion irradiation. (c) Particle
irradiation with relatively large recoil energies tends to have cascades of point
defects due to successive collision of atoms. (d) Electron irradiation with a
small recoil energy is the most reliable way to obtain uniform point defects.
From Ref. [16].
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1.3.2 E�ects of non-magnetic, point-like disorder on superconducting critical tem-

perature

In this section we will discuss how the concentration of defects in a material a�ect supercon-

ductivity. One of the earlier studies on the e�ects of impurity in a superconductor was done by

Philip Anderson in 1959 from which the famous Anderson's theorem originated [47]. The theorem

states that the gap amplitude j� j and the superconducting critical temperature Tc of an isotropic

BCS-type superconductor are insensitive to non-magnetic impurities. The complementary works

by Abrikosov-Gor'kov in 1960 revealed that magnetic impurities on the other hand, are strong

pair-breakers in a conventional BCS superconductor [48]. In this caseTc and j� j are quickly sup-

pressed even at low impurity concentration. A hand-waving argument can explain why magnetic

impurities are strong pair-breakers; as one of the electrons that make up a Cooper pair with spin

singlet (S = 0) scatters o� a magnetic impurity, it has to change its momentum and 
ip its spin

orientation. Since both electrons now have their spins pointing in the same direction, the Cooper

pair is broken. Non-magnetic impurities on the other hand, do not force a spin 
ip on the elec-

tron thus preserving the Cooper pair. The situation quickly becomes complicated however, if we

consider cases beyond a single isotropic BCS-type gap. For superconductors that have anisotropic

gaps, multiple gaps or other gap symmetries even non-magnetic impurities may cause signi�cant

changes in the superconducting state.

1.3.2.1 Single band case

To turn the hand-waving argument into a more quantitative model we consider Tc suppression

of a single gap SC by non-magnetic impurities, using the Abrikosov-Gor'kov formula [49, 50]

ln
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!
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� '
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(1.14)

where � = ~ (2�k BTc� ) � 1 and ' (x) is the digamma function. In mathematics, the digamma

function is de�ned as the logarithmic derivative of the gamma function �( x) =
R1

0 zx� 1e� zdz [51]

' (x) =
d

dx
ln �( x) =

� 0(x)
�( x)

(1.15)



27

It also has an integral representation as

' (x) =
Z 1

0

 
e� t

t
�

e� xt

1 � e� t

!

dt (1.16)

� in the expression for � is the relaxation time of non-magnetic impurities scattering which is

related to the concentration of the impurities. 
 in Eq. 1.14 is the gap anisotropy de�ned as


 � 1 �
h�(k) i 2


�(k) 2

� (1.17)

It is evident from a quick glance that an isotropic superconducting gap (e.g. isotropics-wave) has


 = 0, while for an anisotropic gap, 0 < 
 < 1 (d-wave has 
 = 1). This is why the non-magnetic

impurities do not break paired electrons for an isotropic gap but anisotropic gap. To get a more

explicit dependence due to the impurity concentration, 1.14 can be simpli�ed to

Tc

Tc0
= 1 �

� ~
8kB

1
�

(1.18)

the critical scattering rate where superconductivity is completely suppressed (Tc = 0) is de�ned as

1=�c = 8kB=� ~.

To experimentally measure � directly is far from trivial. However, it is generally possible to

measure the residual resistivity increase due to impurities �� 0, which is related to 1=� according

to Drude's model
1
�

= �
ne2� � 0

m� (1.19)

m� is the e�ective mass with a value between 2me and 4me in the 122-type iron-based supercon-

ductors taken from ARPES measurements [52, 53]. Residual resistivity� 0 is the value of resistivity

extrapolated T ! 0 and it directly corresponds to the amount of scattering centers in the mate-

rial. To extract � 0 from a temperature-dependent resistivity measurement� (T) we need to �t a

power-law relation at a limited temperature range aboveTc (see Fig. 1.10).

� (T) = � 0 + AT n (1.20)

Particle irradiation induces arti�cial disorder which adds to the pre-existed temperature-independent

disorder in the material. This e�ectively increases � 0 which raises the� (T) curve. If the upward
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Figure 1.10 In-plane resistivity data of the stoichiometric CaKFe4As4 sample. Solid and
dashed lines show resistivity of the sample before and after irradiation, with
the dose of 2.08 C/cm2. The red line shows the di�erence of resistivity between
irradiated and pristine states. The cyan line is the �t of the curve in the
pristine state to � (0)+ � T T3=2. The right inset zooms on the superconducting
transition range. From [55].

shift is parallel in the whole temperature range then it follows the so-called Mathiessen's rule [54],

which is generally observed in FeSC family.

So now we have the essential tools to develop an experimental procedure to better characterize

the Tc suppression against disorder. By using particle irradiation and measuring the specimen's

resistivity before and after the irradiation run, we can obtain the suppression rate ofTc=Tc0 vs

� � 0. To improve the experimental accuracy, the contacts for wires in the standard four-probe

con�guration should be preserved during irradiation. In this way, the error associated with the

contacts' resistance can be minimized since the same soldered contacts are used before and after

irradiation. Our group has followed this procedure whenever possible, with several of the results

discussed later.

1.3.2.2 Multiband case

Since iron-based superconductors have multiband nature, a di�erent model is needed to predict

the behavior Tc suppression due to disorder. In this case the calculations become more complex since
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they have to include more parameters and assumptions for the intra- and interband interactions.

One of the earlier works on FeSCTc vs impurity is by Onari and Kontani [56]. The main result of

their work is summarized in Fig. 1.11. They proposed that thes� gap is very susceptible to any

impurities (even the non-magnetic ones) due to the presence of interband scattering term. They

modeled impurities in the form of chemical doping and their calculation estimated that s� gap

vanishes when the doping concentration reaches 1% or roughly �� 0 � 20 � 
 cm. On the other

hand, the s++ gap is very robust against impurity e�ects, with only weak pair-breaking due to the

di�erence in the gap magnitudes.

Figure 1.11 CalculatedTc for the s� -wave ands++ -wave states as functions of the impurity
concentration nimp with two di�erent sets of g1;2 for (a) and (b). Parameters
used in (a) g1;2 = 2 eV ( Tc0 = 46 K) and (b) g1 = 3g2 = 3 eV (the super-
conducting Tc0 = 40 K). I represents the scattering strength andg1;2 are the
coupling parameters for interband scattering o� the hole FS1;2, respectively.
In either case, the s++ model is much more robust compared to models� .
More details of the model and calculations can be found from Ref. [56].

Subsequent works onTc suppression on iron-based superconductors by disorder with di�erent

sets of parameters (e.g. Efremovet al: [57] and Wang et al: [58]) also arrive at conclusions that

are qualitatively similar to our prior discussions; First, the s� gap is generally more susceptible

to disorder compared to s++ , unless when intraband scattering completely dominates (the ratio
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of interband/intraband ! 0). This intuitively makes sense since if interband interactions are

turned o� to zero and scattering happens mainly between particles in the same band then whether

there is sign change between bands makes essentially little di�erence. The second conclusion, in

direct analogy to the single band counterpart is that anisotropic gaps in a multiband scenario also

experience more signi�cantTc suppression compared to the isotropic ones (see Fig. 1.12).

Figure 1.12 (a) Normalized critical temperature Tc=Tc0 vs disorder-induced resistivity
change � � 0 for isotropic s� -wave pairing for various values of the inter- to
intraband scattering ratio � � u=v. Inset: Same quantity plotted over a larger
� � 0 scale. (b) As (a) but for an anisotropic (nodal) gap. From Ref. [58].

Li et al: [49] have summarized various Zn chemical doping and particle irradiation studies in

iron-based superconductors with comparison to the aforementioned theoretical models. They found

that in most cases the experimental data are not consistent withs++ since theTc's are suppressed

rather rapidly with increasing disorder introduced by Zn impurity concentration or irradiation

dose. However, the suppression slopes are a factor of� 5 larger (i.e., the Tc suppression is slower)

than the s� slope value predicted by Onari, at best. They suggested that the mismatch could
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have arisen from the combination of the theoretical side overestimating the role of the interband

scattering, along with the experimental side's sample quality that could be improved. Overall, Li

et al: concluded that the current state of a�airs provide more justi�cation toward s� side compared

to s++ but further theoretical and experimental investigations are required.

1.3.3 E�ects of non-magnetic disorder on the energy gap structure

Increasing the impurity concentration does not only a�ect Tc but also the the gap structure

�( k) itself. This is because impurity states smear out the energy gap in the density of states (see

Fig. 1.13(a)) and also mix di�erent parts of the Fermi surface due to both interband and intraband

interactions [27, 56]. With increasing disorder the gap function �( k) on the di�erent FSs tend

towards the same value. When this averaging mechanism happens between two isotropic bands but

with opposite signs and di�erent magnitudes, it may cause the smaller gap to switch sign leading

to a transition from s� to s++ gap structure [57]. For a multiband case with anisotropy, disorder

will average out the angular dependence and in some cases lift accidental nodes that are present in

the pristine state [59] (e.g. in P-Ba122 [16], see Fig. 1.13(b)).

Therefore when considering all the possible e�ects onTc and �( k) upon increasing disorder, we

need to use a combination of experimental measurements that can together probe the gap structure

(such as London penetration depth) as well asTc and increase in residual resistivity� 0. When the

measurements are done systematically and in tandem with electron irradiation, this combination

has the potential to elucidate very valuable insight about the nature of superconductivity in the

material. In our group we have the capability to perform these experiments. Whenever possible we

also take a further step to synchronize our experiments; by selecting the samples for the resistivity

and penetration depth measurements cleaved from one larger original crystal. Even though the

growth batches that we usually work with are not particularly inhomogeneous, this extra step

ensures that we are performing consistent and systematic study when we analyze the results across

di�erent experimental measurements. At other times when the samples in a given batch are too

small to be cleaved in two, multiple crystals are measured to verify the consistency within the batch
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Figure 1.13 (a) Smearing of the density of states of the superconducting gap for ans++

state due to impurities. (b) Change in the magnetic penetration depth � �
plotted against (T=Tc)2 for a BaFe2(As1� xPx )2 with Tc0 = 28 K. Close to
linear T-dependence in the pristine state (red) evolves into more exponential
dependence (green) until saturating at the dirty limit quadratic dependence
(purple). (a) From Ref. [56] and (b) from Ref. [16].

and to improve the statistical con�dence. After the samples are measured in the pristine condition

they are sent to irradiation (with the resistivity samples having their contacts preserved). After

irradiation the samples are measured again in the resistivity and penetration depth setup then the

data are compared to the pristine state. Because the contacts are preserved, the usual experimental

uncertainty due to the resoldering of the contacts can be neglected and any changes in the data

before and after irradiation are due solely to the sample's response. In Ch. 3 and thereafter, I will

present and analyze the data from di�erent superconductors measured using this protocol.
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CHAPTER 2. EXPERIMENTAL DETERMINATION OF THE

SUPERCONDUCTING GAP STRUCTURE: LONDON PENETRATION

DEPTH AND DISORDER

In Chapter 1, we learned that a superconductor's energy gap structure can give crucial clues

toward understanding the microscopic theory behind the pairing mechanism. Here we will discuss

in more detail the theory behind London penetration depth, what it tells us about the gap structure

and how to measure it experimentally in the laboratory.

2.1 London Penetration Depth

When subjected into a weak magnetic �eld, a material in the superconducting state (T < T c)

will form a supercurrent close to the surface to expel the magnetic induction from its interior

(B inside = 0), the phenomenon of which is called the Meissner - Ochsenfeld e�ect [1] (see Fig. 2.1).

The characteristic length scale where the magnetic induction dies out exponentially inside the

superconductor is called the London penetration depth,� L , due to the work of the London brothers

in 1935 [2].

r 2B =
B
� 2

L
(2.1)

Figure 2.1 Some examples of sample shapes and screening currents in an external magnetic
�eld. From Ref. [3].
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Together with the coherence length� , which characterizes the spatial variation of the order

parameter, these two characteristic lengths are very important parameters which factor into many

properties of a superconducting material, such as the upper critical �elds, the physics of vortices, etc.

In particular, the ratio of London penetration depth (from now on I just denote it by � for simplicity)

to the coherence length de�nes the Ginzburg-Landau parameter� = �=� , which is the most common

criterion used to distinguish between type-I (� < 0:7) and type-II ( � > 0:7) superconductors.

Here, we will focus on the temperature dependence of the change in London penetration depth,

� � (T), which can be measured very accurately using the tunnel-diode resonator method (more in

Section 2.2), and provide useful insights of the energy gap structure of a superconductor.

For an isotropic material (electron gas model) with no demagnetization e�ect (in�nite slab

approximation), the London penetration depth is related to the paired electrons responsible for the

supercurrent by

� 2(T) =
mc2

4�e 2ns(T)
(2.2)

with m is the mass of a Cooper pair andns is the density of the superconducting electron which

also gives theT-dependence. In a typical metal, the supercurrent involves about 1% of the total

electron density (the total includes the core electrons) at temperatures well belowTc, when all

the usable electrons near the Fermi surface form pairs. These are the electrons (denoted asn)

that lie close to the FS, which are also responsible for the normal conduction and thermodynamics

processes aboveTc. When temperature is lowered to 0< T < T c, a fraction of n condenses into

forming Cooper pairs, ns, until this fraction reaches unity at T = 0. We denote the remaining

electrons that stay normal belowTc as nn (n = nn + ns) which will disappear completely at T = 0.

This phenomenological two-
uid coexistence model was introduced by Gorter and Casimir in 1934

[4] with the proposed empirical T-dependencens = n(1 � ( T
Tc

)4).

To account for the anisotropy in real materials we have to consider a more sophisticated model.

For the anisotropic treatment, I will follow the semiclassical approach provided by Prozorovet al.

[5] and Chandrasekharet al. [6], which gives a general method to calculate three spatial components

of the London penetration depth of a given Fermi surface and a gap function (the superconducting
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order parameter). This treatment is very useful for properly interpreting and understanding the

experimental results, since oftentimes measurements are only taken in speci�c orientations. For

example, when the sample is in thin rectangular shape along theabplane and placed perpendicular

to the magnetic �eld, we would only get information about � ab but not � c. So for a superconductor

with an arbitrary electronic structure,

� 2
ii =

c
4� Rij

; i; j = x; y; z (2.3)

Rij = RD + RP is the (symmetric) response tensor proportional to the super
uid density ns which

contains diamagnetic and paramagnetic contributions.Rij also contains the information about the

anisotropy of the Fermi surface and the gap function �( k). The full expression is given by

Rij =
e2

4� 3~c

I

F S
dSk

"
vi

F vj
F

jvF j

 

1 + 2
Z 1

�( k)

@f(E)
@E

E
p

E 2 � �( k)2
dE

!#

(2.4)

f (E ) is the Fermi function, E =
p

"2 + �( k) is the quasiparticle energy, with the normal metal

band energy" is measured fromEF . vi
F are the components of the Fermi velocity,vF . The second

term is the paramagnetic contribution which contains an integral that averages the gap function

�( k ; T) over the Fermi surface. So, from Eq. 2.4, we are able to relate experimentally measured

penetration depth to the gap structure of the sample of interest. The determination of the structure

and symmetry of a superconducting gap puts restriction on the pairing mechanism candidates

available for the theory. Ultimately, this will let us come to the proper model of superconductivity

in iron-based superconductor, and possibly in other families of unconventional superconductors.

Another useful quantity for understanding the gap structure a superconductor is the super-


uid density, which is the fraction of conduction electrons that condense into pairs as function of

temperature, given by

nii (T) =
cmii

e2 Rii (T) (2.5)

mii =
e2n

cRii (0)
(2.6)

with mii is the e�ective mass. As mentioned above, Gorter and Casimir proposed (T=Tc)4 depen-

dence that describes conventional (BCS) superconductors, which were the only ones known at that
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Figure 2.2 Theoretical curves for normalized super
uid density vs. normalized tempera-
ture for clean s-wave, clean d-wave and dirty d-wave cases. From ref. [7].

time. As of now, many di�erent kinds of superconductors have been discovered with each having a

distinct temperature dependence of the normalized super
uid density pro�le

� ii (T) =
nii (T)

n
=

Rii (0)
Rii (T)

=

 
� ii (0)
� ii (T)

! 2

(2.7)

Comparing the experimentally obtained pro�les to the standard s-wave BCS or d-wave cuprates

pro�les shown in Fig. 2.2 sometimes gives enough evidence to ascertain the gap structure of the

material of interest. Next we will discuss how to experimentally use the tunnel-diode resonator

method to measure London penetration depth, which then can be transformed into the super
uid

density of a superconductor.
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2.2 Measurement of London Penetration Depth: Tunnel-diode Resonator

Method

Here we discuss the technique that was used in this work to measure London penetration

depth in a material. The method was developed in the University of Illinois Urbana-Champaign,

by Carrington and Prozorov et al. [8, 9, 10, 11], using a device called tunnel-diode, whose low

temperature properties and stability were extensively explored by Van Degrift [12]. First, we will

discuss the basic properties of a tunnel-diode circuit, the backbone of our tunnel-diode resonator

(TDR) method, and then how to use it to measure London penetration depth in the laboratory.

2.2.1 Basic properties of a tunnel-diode circuit

A tunnel-diode or Esaki diode is a heavily doped P-N junction semiconductors, which causes

an overlap between the p-type �lled valence band and the n-type empty conduction band. With

very thin depletion layer of � 100 �A, electrons can tunnel through the junction even in zero bias

condition. This causes tunnel-diodes to have a distinct I-V diagram compared to the normal diode

(see Fig. 2.3).

As can be seen in Fig. 2.3, there exists a negative slope for some range of forward bias values.

In this range, the (di�erential) resistance is negative. This feature is unique to the tunnel-diode,

which allows it to act as a power supply when connected to a tank circuit. TheLC circuit is driven

to resonance at its own natural frequency,f 0 = 1
2�

p
LC

and the losses are compensated by the TD.

This method does away with an externalAC generator which normally is used to drive the tank

circuit, and thus minimizes the noise and the uncertainties coming from outside the tank system.

The resonant state which is locked by the tunnel-diode is highly stable, even whenf 0 is slowly

changing due to changes of the inductance and/or capacitance. This provides a way to measure the

magnetic penetration depth of a superconductor specimen of interest, which can be placed inside

the inductor (coil) or the capacitor (parallel plates). For the inductor (capacitor) con�guration,

as the specimen transitions from superconducting to normal phase or vise versa, the inductance
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Figure 2.3 The I-V characteristic curve of a tunnel-diode. B denotes the region of negative
di�erential resistance which is reachable by properly biasing the tunnel-diode.
While the tunnel-diode is operating within B , it can be used as a driving source
for the tank circuit. From Ref. [13].

(capacitance) will change, which can be tracked from the change of the natural frequency. This is

the basic principle behind the TDR method for London penetration depth measurement.

In our laboratory, we use the sample-in-coil con�guration. The sample is mounted on a� 1 mm

diameter sapphire rod which is part of the sample holder contraption (see diagram in Fig. 2.4),

which is inserted into a � 2.0 mm inner diameter coil. The coil's length is � 1 cm, has� 60 spaced

turns, and generates� 20 mOe �eld.

The sample holder (Fig. 2.4) is designed so that the sample stage can be heated independently

without signi�cantly warming up the rest of the cryostat, using a ceramic (macor) material as the

main thermal break. This isolation is critical in order to e�ciently use the available volume of

condensed3He liquid in the the 3He pot, which is the main source of cooling power below 4 K. A

good thermal break therefore saves time, liquid4He and other lab operation resources. The outside

shell of the sample holder is removable, which allows any necessary inspections and repairs of the

soldered joints to the thermometer and heater to be done easily when needed. For more details

about the sample holder dimensions and drawings, see Appendix.
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Figure 2.4 Autodesk inventor schematics of the3He perpendicular sample holder. (a) Side
view and (b) side view with visible edges. (c) Side view with the outer shell
removed. From left to right: the base, the macor rod, the thermometer/heater
stage and the sapphire rod where the sample is mounted. The outer diameter
of the shell is 0.506 in, the length of the base and the shell is 0.80 in and the
total length from the base to the sapphire tip is � 1.50 in.
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Figure 2.5 A typical TDR circuit diagram. See text for descriptions of the components.
From Ref. [14].

Table 2.1 Di�erent examples for the values of the TDR circuit component set.

System R 1 R 2 R P CC CB CTank TD
Dipper (2014/07/02) 1 k
 200 
 100 
 39 pF 15 nF 100 pF I p = 223 � A
3He (2015/06/09) 1.5 k
 300 
 300 
 47 pF 12 nF 120 pF I p = 120 � A
3He (2007/11/08) 1.2 k
 270 
 300 
 5.6 pF 10 nF 120 pF (Ruslan's record)

For an optimal and stable low temperature measurement, the tunnel-diode +LC combination

has to be protected from external noise and heat sources, such as the room temperature electronics

and ground. We use a combination of resistors and capacitors for the electrical signal protection, and

high resistance wires for the thermal insulation. The typical full TDR circuit and their component

values are shown in Fig. 2.5 and Table 2.1.

In Fig. 2.5, starting from the left side, the line feeds into the bias box at room temperature via

an SubMiniature version A (SMA) cable. This cable carries signals both ways: theDC signal to

forward bias the tunnel-diode and the AC signal from the tank circuit which is the measurement

data. The SMA is connected at the top of the cryostat, then the signal is further carried down by

high resistance wire (Beryllium Copper or Phosphorus Bronze materials) to the circuit stage. Since

the wire is also highly thermally resistant, the temperature gradient from the room temperature at

the top to the low temperature ( � 5 K) at the circuit stage can be maintained with high stability.

R1 and CC �lter some unwanted frequencies but still let the DC bias and AC data (typically � 10
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MHz) signals to pass through. Also, R1 and R2 together become a voltage divider so that the

proper DC bias is achieved across the tunnel-diode. The bypass capacitor,CB, is chosen to be large

to act as a short for frequencies in the TDR range. The parasitic resistor,RP , serves to kill stray

oscillations that may occur between the small capacitance of the tunnel-diode itself and the tap

coil. The tap coil is used to dampen away higher harmonics of the resonance frequency. It usually

has � 1/3 of the inductance of the primary coil. It is chosen such that the tap inductance is just

beyond the critical value that will allow the tank circuit to resonate. When properly optimized,

the TDR circuit will only resonate at low temperature ( < 100 K) but not at room temperature.

Finally, the total impedance of R3, C, primary and tap L 's should be low enough so that it can just

be barely compensated by the negative di�erential resistance of the tunnel-diode. More detailed

description of the TDR circuit can be found in these references [7, 12, 14, 15].

2.2.2 Calibration of penetration depth from TDR frequency measurement

In this section, we will cover the conversion of � f (T) from the TDR signal to � � (T), which

contains the information about the gap structure of the material. In the analysis, numerical solu-

tions are taken because of the complication coming from the sample geometry, which is commonly

shaped as a thin rectangular block. For� ab (when the sample is placed perpendicular to �eld,

see Fig. 2.6b), the demagnetization and London equations cannot be solved analytically. Exact

analytical solutions are only available for special geometries: an in�nite bar or cylinder in longitu-

dinal �eld, a cylinder in perpendicular �eld, a sphere or a thin �lm. We will present the numerical

method described by Prozorovet al: in [5, 11] for two dimensional long slabs in a perpendicular

�eld, with the results are then extended analytically to three dimensions.

We start by considering the natural resonance frequency of the tank circuit with an empty coil,

f 0 = 1
2�

p
LC

. When a superconducting specimen is inserted into the coil, due to the �eld screening

from its interior (diamagnetic/Meissner response) there will be a shift of inductance, � L , which in

turn shifts the resonance frequency by � f . Then we have

f 0 + � f =
1

2�
p

(L + � L )C
(2.8)
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Since L of the coil is in the order of � 1 � H (coil dimensions d = 1.5 mm, l = 10 mm, 60 turns)

and � L � 10 nH (sample dimensions 1 x 1 x 0.1 mm3), � L << L . Then we can use a binomial

expansion and factoring to get
� f
f 0

� �
1
2

� L
L

(2.9)

Now let's work out another equation to replace the right hand side of Eq. 2.9 so we can relate

� f to the magnetic susceptibility, � AC , of the sample. We start from the relation

L =
d�
dI

(2.10)

when the coil is empty. Also, � = HAC Vc is the integrated magnetic 
ux inside the coil, with HAC

being the AC �eld inside and Vc is the volume of the coil. Now we consider the case when a sample

is inside the coil. Then we can write,

� � = HAC (Vc � Vs) + BVs = HAC Vc + 4 �V sM (2.11)

where we have used the linear relationB = H + 4 �M to get to the right hand side. The �rst term

is just � of the empty state and the second term coming from the sample response. Notice that we

can take derivative to get L � = L + � L , with L = Vc
dH
dI and � L = 4 �V s

dM
dH

dH
dI . Setting dM

dH = � AC ,

we can write
� L
L

=
4�V s

Vc
� AC (2.12)

Substituting back to the Eq. 2.9, we can relate the shift in resonance frequency to theAC magnetic

susceptibility of the sample
� f
f 0

= �
Vs

2Vc
4�� AC (2.13)

Yet this is still not the stage we want. The �nal step to relate the frequency shift to penetration

depth is described in [11] for thin square prism geometry of width 2w and thickness 2d. The

con�guration and result are given below

� 4�� =
1

1 � N

"

1 �
� ab

R
tanh

 
R

� ab

!#

(2.14)
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Figure 2.6 Di�erent experimental con�gurations. In con�guration (a), the �eld is along
the plane and the measured signal is a combination of the contributions from
both � ab and � c. In con�guration (b), the �eld is perpendicular to the plane,
and only � ab is measured. From Ref. [5].

Here � is the magnetic susceptibility, N is the e�ective (numerical approximation of) demagneti-

zation factor, R is the e�ective sample size for thin square prism geometry and� ab is the in-plane

penetration depth (see Fig. 2.6(b)). Now, the numerical approximation for R from the sample

dimensions is given by the expression

R �
w

2
h
1 +

h
1 +

�
2d
w

� 2i
arctan

�
w
2d

�
� 2d

w

i (2.15)

Again, here we assume a square cross section with sides of length 2w. In real life, most samples

are not perfect squares. If instead, the sample is rectangular with a cross section 2a x 2b, then we

can still use 2.15 by approximatingw by

w =
2ab

a + b
(2.16)

Let's consider the typical sample dimensions, which are 0.5 x 0.5 x 0.05 mm3. Using 2.15 we get

R � 112 � m, which is much larger than a typical value of penetration depth in a superconductor

(� 1 � m). So using the limit � � R to expand the hyperbolic tangent function, and combining

2.13, 2.14 and 2.15, �nally we are able to relate measured TDR frequency �f (T) into penetration
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depth � (T), both of which have an explicit dependence on temperature

� f (T)
f 0

=
Vs

2Vc(1 � N )

 

1 �
� (T)

R

!

(2.17)

If we move f 0 into the right hand side, we can de�ne the apparatus and sample-dependent pro-

portionality factor � f 0 = f 0Vs=[2V0(1 � N )]. During the experiment, this factor as a change

in frequency is measured directly by pulling the sample out of the coil at the experimental base

temperature.

While we already connected the TDR frequency shift � f to the penetration depth � (T), let us

take one step further and de�ne � � (T) = � (T) � � (0). This is reasonable because it is thechange

of penetration depth over temperature that contains the information about the gap structure. In

subsequent chapters the penetration depth data are presented in this quantity. There is however,

a small caveat: since the determination of� (0) often requires non-trivial measurements and not

easily available with the TDR method, we de�ne �( T) from our experimental base temperature

(� 400 mK). This allows us to set the penetration depth in a relative scale, which does not

change the physics and is still perfectly usable. We can rearrange Eq. 2.17 and de�ne�f (T) �

� f (T) � � f (Tmin ) to get

� � (T) = � (T) � � (Tmin ) = � �f (T)
R

� f 0
: (2.18)

How about � c? To measure� c, the sample needs to be inserted with the �eld parallel to the

ab-plane (see Fig. 2.6(a)). In this case, �f mix contains contributions from both � � ab and � � c,

from the relation [16]
� f mix

� f mix
0

�
� � mix

Rb
=

� � ab

t
+

� � c

w
(2.19)

with Rb (not to be confused by R) is the e�ective dimension in the H jjab con�guration for a

rectangular sample of lengthl , width 2w and thickness 2t. Due to the geometry, the contribution

of � � ab is much larger than � � c so the extraction of � � c from Eq. 2.19 is prone to large errors.

A more reliable method involves cutting the sample and measuring it again the second time. It

goes as follows: �rst, the sample is measured with the �eld is oriented along the longest side (H jj l ).

Then, the sample is cut along this l direction in two halves, so that the width (originally 2 w) is
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reduced to w, and one of the halves is measured again (with the same orientationH jj l ). Since the

thickness 2t remains the same, we can now use Eq. 2.19 from the two measurements to eliminate

� � ab (two equations two unknonws). This protocol yields a more accurate temperature dependence

of � � c(T) [16].

2.2.3 Screening of samples using the TDR dipper probe

In this section the method employed in our group to select high quality samples for the London

penetration depth measurement is described. Our Janis3He cryostat which is our main TDR

instrument requires three days and� 40 liters of liquid helium ( � $300, 2018 price) to measure a

sample in a typical operation. Since money and time are limited resources, we need to be wise in

selecting the candidates from a given batch of samples. To make sure that our resources are only

spent on the best single crystals, we screen many samples taken from a same batch in our TDR

dipper setup, which was developed in-house by the previous students, Nick Spyrison and Hyunsoo

Kim [15, 17]. This probe is basically a simpli�ed version of the TDR cryostat which is very useful for

a \quick and dirty" London penetration depth measurement. It is meant to be inserted or \dipped"

in a He transfer dewar (hence called the dipper) to quickly access the liquid helium temperature for

the measurement. It is equipped with a complete TDR circuit with the sample inserted inside the

coil, so the frequency change corresponds to the magnetic penetration depth inside the sample. The

sample holder construction is based on the original3He setup which includes a main copper stage

with a sapphire rod, a thermometer and heater attached. The practical base temperature is� 4.5 K

and one measurement can be done in an hour. There is no temperature control on the circuit stage,

so the signal is often too noisy to extract a meaningful conclusion in the low temperature range.

However, the probe provides good enough resolution to compare the superconducting transition

between samples side by side to easily spot unwanted features, such as a second phase, an excessive

broadness or a non-superconducting specimen (see Fig. 2.7(a)). The best sample is the one that (at

the end of the screening process) has the sharpest transition (smallest �Tc � Tonset
c � Tof fset

c ) along

with a large frequency shift (which is proportional to the crystal size). For example in Fig. 2.7,
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Figure 2.7 A summary of the screening process of K-Ba122 withx � 0:78 using the dip-
per probe. (a) Shows the raw data in frequency shift of 10 di�erent samples.
1682, 1684 and 1687 are not superconducting, while 1681 shows a secondary
transition, indicating its compositional inhomogeneity. The rest of the samples
shows decent transition, however, 1686 stands out due to its transition's size
and sharpness. (b) Several select samples normalized by the size of the transi-
tion. Inset: magni�ed view of the transition. Red arrow points to 1686 which
clearly has a smooth and sharp transition worth measuring in the3He setup.

the sample with dipper number 1686 (yellow) has both the sharpest and largest transition. In this

case, 1686 is the ideal candidate to be measured in the full3He TDR setup.

2.3 Electron Irradiation to Introduce Point-like Disorder

In Section 1.3, electron irradiation in the MeV range is singled out as the sole mechanism to

reliably create arti�cial point-like disorder in a material. One of such facility is the SIRIUS facility

of the Laboratoire des Solides Irradi�es (LSI) at Ecole Polytechnique, Palaiseau, France. It is a

user facility where research groups can apply for beam time several times a year. Our group is a

frequent user of the facility and we have published various papers from our collaboration with the

operators.
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Figure 2.8 From https://portail.polytechnique.edu/lsi/en/facilities/sirius-installation.

Their Pelletron machine (Fig. 2.8) can deliver a beam of electrons with 2.5 MeV energy to

a cryostat which is cooled with liquid hydrogen (T � 20 K). The irradiation on the sample is

performed at low temperature to minimize in situ defect migration, recombination and clustering

[18]. The cryostat is also equipped within situ resistivity setup to track the increase in the sample's

resistance as it is being irradiated at� 20 K. But to get the temperature dependence of resistivity,

the sample has to be taken out of the cryostat to be measured in a di�erent system because the

in situ setup does not have a built in temperature control. Upon raising the sample back to the

room temperature after irradiation, up to 40% of defects are annealed as estimated from the drop

of the residual resistivity � 0 value [19, 20]. After that initial annealing, to �rst approximation,

the defects are metastable as long as the sample is not subjected to higher temperatures during

the passive storage in the desiccator [19]. The remaining� 60 � 70% of the defects contribute

as pair-breaker impurities which increase� 0 and suppressTc in most SCs. Although the arti�cial

defects are relatively stable, in our experience, some of our samples do recover a small fraction of

the Tc suppression when they are remeasured several months after irradiation. However, since most

of our samples are measured within 1 - 3 weeks of irradiation (we irradiate tens of samples in one

period of irradiation), we can be quite certain that our irradiation data are reliable.

In Fig. 3.2, the sharpness of the superconducting transitions is preserved after irradiation,

which suggests that the sample remains homogeneous and the defects are randomly distributed

throughout the full volume. The lateral homogeneity of the electron distribution is guaranteed

by the beam rastering over an inch-wide large area, so that, statistically, the entire surface of a
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sub-mm sample is well covered. Our TDR sample holder has a diameter of 1 mm, so it is limited

to square/rectangular samples with diagonal� 1 mm, well below the size limit of the irradiation

lateral uniformity. However, the longitudinal distribution of the created defects is a di�erent issue,

because there are examples of a signi�cant depth dependence of measured properties in electron-

irradiated superconductors [21]. A more quantitative analysis using available softwares, such as the

National Institute of Standards and Technology's (NIST) ESTAR [22], can be employed. As an

example, in Ch. 5 we calculated the stopping power for electrons in an FeSe sample. We found that

the average energy loss by 2.5 MeV electrons throughout a 0.03 mm FeSe sample is only 26 keV,

or � 1 % of the initial energy. In general, since 2.5 MeV electrons have� mm penetration range

[23, 24], we limit our samples' thickness to a maximum of� 150� m to ensure full and homogeneous

defect creation.

The defects created by 2.5 MeV electron irradiation are assumed to be dominated by interstitial-

vacancy (Frenkel) pairs. After irradiation, the interstitials are known to migrate to various \sinks"

as the sample is warmed up to the room temperature, which causes the resistivity to drop by� 30%

[19, 20]. The remaining 70% of the defects can be largely attributed to the left vacancies, which are

generally not as mobile compared to the interstitials. The concentration of the produced Frenkel

pairs can be estimated using the SECTE simulation package [25] by calculating the cross-section

of a speci�c ion as a function of the energy of the electron (see Ch. 5 for an example of such

simulation). After irradiation, within the excellent sensitivity of our TDR technique we �nd that

the defects are non-magnetic. Moreover, the measurements of Hall coe�cient before and after the

electron irradiation found no change in the electronic carrier density, which implies that the defects

do not e�ectively dope the system, but only increase the scattering rate [19, 20, 26].

The dose of the irradiation is usually given in units of C/cm2 for convenience, which can be

converted to the number of electrons by a factor of electron charge 1/e. This gives 1 C/cm2 =

6.24 x 1018 electrons/cm2. The actual dose experienced by the sample is calibrated in real time

by measuring the current from the beam captured by the Faraday cage behind the sample stage.
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Typically, samples are continuously irradiated for a day or more, which with the rate of 3 x 10� 5

C/s cm2 [19], will accumulate a dose of� 2:5 C/cm2 in a 24 hour period.
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3.1 Abstract

The mechanism of unconventional superconductivity in iron-based superconductors is one of

the most intriguing questions in current materials research. Among non-oxide iron-based supercon-

ductors, (Ba1xK x )Fe2As2 has been intensively studied because of its high superconducting transi-

tion temperature and fascinating evolution of the superconducting gap structure from being fully
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isotropic at optimal doping ( x � 0:4) to becoming nodal at x > 0:8. Although this marked evo-

lution was identi�ed in several independent experiments, there are no details of the gap evolution

to date because of the lack of high-quality single crystals covering the entire K-doping range of

the superconducting dome. We conducted a systematic study of the London penetration depth,

� (T), across the full phase diagram for di�erent concentrations of point-like defects introduced by

2.5-MeV electron irradiation. Fitting the low-temperature variation with the power law, � � � Tn ,

we �nd that the exponent n is the highest and theTc suppression rate with disorder is the smallest

at optimal doping, and they evolve with doping being away from optimal, which is consistent with

increasing gap anisotropy, including an abrupt change aroundx ' 0:8, indicating the onset of nodal

behavior. Our analysis using a self-consistent t-matrix approach suggests the ubiquitous and ro-

bust nature of s� pairing in iron-based superconductors and argues against a previously suggested

transition to a d-wave state nearx = 1 in this system.

3.2 Introduction

Among iron-based superconductors (FeSCs), the 122 family is one of the most versatile and

adaptable systems in terms of doping substitution crystal growth. A typical compound is BaFe2As2

(Ba122) with the possibility of electron, hole or isovalent doping/substitution. For example, ele-

ments Ca, Sr, Na, K and Rb can all occupy the Ba site (Fig. 3.1(a)). Similarly the Fe site can be

doped with Co, Ni or Ru and the As site with P. Although all of the combinations are interesting

from the materials science perspective, only certain compounds are superconducting. In this case,

the Ba122 parent compound is non-superconducting but superconductivity can be induced by dop-

ing or pressure. Co-, K- and P- doped 122 systems (Fig. 3.1(b)-(d)) in particular have been widely

investigated because of their individual uniqueness and the availability of the high quality single

crystals in recent years. The growth procedures for these compounds have been optimized over

time and the current generation of samples exhibit relatively homogeneous concentration (from

XRD and WDS measurements) and sharp superconducting transition (from thermodynamic and

transport measurements). Ba1� xK xFe2As2 (K-Ba122) in particular stands out among its siblings
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Figure 3.1 (a) The crystallographic structure of BaFe2As2. Arrows indicate the direction
of the stripe antiferromagnetism of the Fe moments. (b) The phase diagram of
Co-Ba122 system where there is separation of the magnetic and structural phase
lines. (c) The phase diagram of K-Ba122 system with the superconducting
dome reachingx = 1.00. (d) The phase diagram of P-Ba122 system where
quantum critical point is observed. (a) From Ref. [1], (b) from Ref. [2], (c)
from Ref. [3], (d) from Ref. [4].

because the optimumTc is relatively high (39 K, for x � 0.35 - 0.4) and the superconducting dome

covers a broad range of K composition fromx � 0.18 to the pure KFe2As2 (K122) (see Fig. 3.1(c)).

The underdoped region overlaps (coexists) with the AFM spin density wave phase, a trait shared

with several other 122 systems. Other than the magnetic transition, the 122 family also undergoes

a structural phase transition from tetragonal to orthorhombic which can be coincident (e.g. in

K-Ba122 and P-Ba122) or separate (e.g. in Co-Ba122) from the magnetic phase transition line in

the phase diagram (Fig. 3.1(b)-(d)).

Studies of the gap structure spanning the superconducting dome reveal an intriguing evolution

from anisotropic but nodeless gaps in the underdoped region [5, 6, 7] to nodeless and e�ectively
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isotropic gaps in the optimal region [8, 9, 10, 11], and further to a clearly nodal behavior at

x = 1 [12, 13, 14, 15, 16]. The transition from nodeless to nodal is sometimes associated to the

Lifshitz transition observed in the intermediate overdoped region (x � 0.7 - 0.8) [17, 18]. A Lifshitz

transition is a reconstruction of the Fermi surface due to changes in the electronic band structure.

In this case, the reconstruction happens when the electron pockets disappear as the Fermi level

drops due to increasing hope doping (increasing K content). Nearx = 1, only the center (hole)

pockets remain and pairs are formed between electrons in the hole pockets. Prior to our work there

have been many attempts to investigate the system in various limited doping ranges and therefore

the results are rather fragmented. To fully investigate and track the gap structure evolution in this

material, a systematic study with samples spanning the whole superconducting dome is very much

desired. In this chapter a systematic study by our group using 16 di�erent compositions of K-doped

Ba122 across theT vs doping phase diagram [19] is described. We used London penetration depth

and electron irradiation as the main means to probe the superconducting gap structure. These

techniques capabilities and strong points have been described in the Ch. 1 and 2.

3.3 Sample Preparations

We received Ba1� xK xFe2As2 crystals from Yong Liu (Thomas Lograsso's group, Ames Labora-

tory). The samples used were grown using the inverted temperature gradient method. The starting

materials, i.e. high purity Ba and K lumps, Fe and As powders, were weighed according to the

desired composition and loaded into an alumina crucible inside a glove box with inert atmosphere.

The alumina crucible was sealed in a tantalum tube by arc welding, then the tantalum tube was

further sealed in a quartz ampoule to prevent oxidation of the tantalum. The crystallization pro-

cesses from the top of the liquid melt help to expel impurity phases during the crystal growth,

compared to nucleation centers inside the 
ux. Further details of the growth and characterization

procedures for the entire dome can be found in Ref. [20, 21].

To pick the best crystals from the growth batches the samples were screened in the dipper

probe (see Section 2.7). After crystals with the sharpest superconducting transition were selected,
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the chemical compositions of each individual sample was determined using wavelength dispersive

spectroscopy (WDS) in a JEOL JXA-8200 electron microprobe. WDS is one of the most accu-

rate methods of elemental analysis which can �nd trace concentrations below 0.1% and resolve

overlapping peaks in the energy dispersive spectroscopy (EDS) spectra [22]. In each sample, the

composition was measured for 12 points per surface area and averaged [21]. At the end 16 di�erent

compositions ranging fromx = 0.20 to 1.00 were identi�ed, with more than one sample measured

for each composition. The crystals had typical dimensions of 0.5 mm x 0.5 mm x 0.03 mm.

3.4 Results and Discussion

The raw data from our measurements are shown in in Fig. 3.2. A representative sample is

selected for each of the 16 di�erent compositions, which cover the underdoped (x = 0.20, 0.22,

0.25) and the optimal doping (x = 0.32, 0.35, 0.4, 0.47) regions in the top panel, along with

the overdoped (x = 0.54, 0.6, 0.68, 0.78, 0.81, 0.83, 0.91, 0.92 and 1.00) region in the bottom

panel. Throughout the experiment, each physical sample was measured in the pristine state and

between irradiation runs (up to two cycles of irradiations). The information about Tc and dose of

irradiation are listed in Fig. 3.3. Although not all of the samples were taken for irradiation, there

is at least one representative from under, optimal or overdoped regions that was irradiated. In

Fig. 3.2 the temperature dependence aboveTc falls into two categories: whether � (T) becomes of

the order of the sample size (size limited) or the normal state skin-depth (skin-depth limited). In

the former (size limited) case, the skin-depth response of the material is larger than its physical size

hence the curve is 
at (temperature independent) aboveTc. This is the case forx = 0 :20 � 0:35.

However, the opposite is true in the latter (skin-depth limited) case. When the skin-depth of the

material is less than its physical size it is possible to capture the temperature dependence above

Tc, as is the case for pristinex = 0 :40 � 1:00. The skin-depth is proportional to the temperature

dependent resistivity � (T) from the expression � (T) = ( � (T)c2=2�! )2, where ! = 2 �f is the

resonator frequency. Furthermore, since irradiation increases the residual resistivity it is possible
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Figure 3.2 London penetration depth � � (T) in the full temperature range for all com-
positions before (solid lines) and after (dashed lines) electron irradiation. Top
panel (a) shows under and optimal doping, while bottom panel (b) shows the
overdoped region. Irradiation doses are the same as Fig. 3.3. From Ref. [19]
Supplemental Materials.
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for a sample to switch over from skin-depth limited regime to size limited regime, as is the case for

x = 0 :54 and 0.60.

The low temperature behavior of the London penetration depth in terms of the power law

� � (T) / (T=Tc)n is shown in Fig. 3.3. The upper panels show �� (T) on a �xed scale of 0 to 140

nm and at a temperature range of 0 to 0.3 (T=Tc), which in absolute scale reaches 50 mK using

dilution refrigerator. Plotted in this way, it is clear that � � (T) signi�cantly increases as we move

away from optimal doping (see also the Summary Figure 3.5(c)). At smallx this trend is naturally

explained in terms of the competition between superconducting and SDW order [5, 6, 23]. The

increase toward the underdoped region is quite monotonic, whereas the increase towardx = 1 is

distinctly non-monotonic. At x = 0 :81 there is a small decrease compared tox = 0 :78, which is

coincident with the anomaly at Tc (Fig. 3.5(a)) and where the Lifshitz transition is suspected to

occur [17]. Similar non-monotonicity in the same region was reported before [14] so it seems that

this is not an experimental aberration. In fact, this feature may signal the onset of accidental nodes

near the Lifshitz transition [24] where a fully gapped �( � ) near the expected nodal region transits to

a linear-in-� dependence through an intermediate quadratic, �( � ) � � 2, dependence. Although the

non-monotonicity provides only a circumstantial evidence of the onset of accidental nodes since it

is not a unique cause, accidental nodes can naturally lead to the observed non-monotonic behavior.

The lower panels in Fig. 3.3 show the exponentn obtained in the power-law �tting (see also

Fig. 3.5(d)). To examine the robustness of the power-law representation, �tting of � � (T=Tc) was

performed from the base temperature up to three di�erent upper limits Tup=Tc = 0.20, 0.25 and

0.30. The results are shown by the three points in each frame of the lower panel. Horizontal lines

show three principal limits of the exponent n expected for di�erent scenarios. A clean, nodal gap

corresponds ton � 1 whereas exponential behavior is experimentally not distinguishable from a

large exponent (n & 3). In all cases,n = 2 is the terminal dirty limit for any scenario with pair-

breaking (s� or d-wave). On the other hand, for s++ pairing n will still stay exponential because

non-magnetic scattering is not pair-breaking.
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Figure 3.3 The evolution of the temperature dependent part of London penetration depth,
(� � (T)), with electron irradiation. Upper panels: � � (T=Tc) for 16 di�erent
compositions before and after electron irradiation. Each individual panel shows
a low-temperature region ofT=Tc < 0:3 (full-range curves are shown in Fig. 3.2).
In the absolute scale, the measurements were taken down to 50 mK using a
TDR set up housed in a dilution refrigerator [25]. Lower panels: Exponent
n obtained from the power-law �tting, � � / (T=Tc)n . For each curve, three
di�erent upper-limit temperatures were used, Tup=Tc = 0.20, 0.25 and 0.30,
whereas the lower limit was �xed by the lowest experimental temperature.
From Ref. [19].
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The measurements after irradiation are shown in di�erent colors for each dose as listed in the

legend. At small x (e.g. x = 0 :20) in the coexistence regime, the gap anisotropy increases however

we �nd no evidence of nodes sincen stays � 2 even upon irradiation which is consistent with

previous reports [5, 6, 7]. This result argues against ans++ scenario in which the reconstruction

of Fermi surfaces due to SDW order must lead to robust nodes [23]. Upon irradiationTc slowly

decreases suggesting moderate gap anisotropy and the presence of small, but signi�cant interband

impurity scattering [26]. Close to the optimal composition at x = 0 :35 the penetration depth

exponent n decreases signi�cantly with irradiation yet remains � 3, providing strong evidence for

s� pairing with robust full gaps. This is also consistent with the sizableTc suppression (8%) which is

contrary to the expectation for s++ scenario. In the latter (s++ ) case disorder averages the gap over

the Fermi surface, leading inevitably to the increase of the minimum gap and therefore an increase

in the exponent n and a very robust Tc. Moving to higher x away from optimal composition, the gap

anisotropy is smeared out and the exponent increases and the exponentn for the pristine samples

decreases. Upon irradiation the gap anisotropy is smeared out and the exponent increases even in

the s� case, provided that all bands are still fully gapped and the intraband impurity scattering is

dominant. This is apparently the case for x = 0.54. For still higher doping levels the anisotropy

becomes so strong that the system develops accidental nodes (n ! 1). Although a case can be made

to argue for a symmetry protected (e.g. d-wave) origin of the observed nodal behavior, a careful

look at the low temperature region of x > 0.9 samples can help distinguish between real nodes

(symmetry protected) or nodes developing from deep minima scenarios (see Fig. 3.4). For pristine

x = 1.00 both s- and d-wave models give reasonable �ts by thet-matrix procedure (explained in

more details in the Analysis section). However, pristine data ofx = 0.91 and x = 0.92 still contain

saturation curvatures at low temperatures which is incompatible with d-wave (taking into account

only cos 2� angular contribution, which is commonly done). On the other hand, the extendeds�

scenario can �t the data well. Therefore it is more natural to explain the observed nodal behavior

in terms of s� pairing symmetry which gradually develops deep anisotropy, leading to accidental

nodes somewhere beforex = 1. Upon irradiation, we observe that the nodes are apparently not
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Figure 3.4 The change in penetration depth for thex > 0.9 samples �tted with symmetry
imposedd-wave ands� states. For d-wave �t, both the hole bands are assumed
to have gaps of the � h1=h2 cos 2� form. The gap magnitudes (� 01; � 02) for dop-
ings x = 0.91, 0.92 and 1.00 are (1.5,1.8), (1.6,1.2) and (1.0,1.2), respectively,
in units of Tc. From Ref. [19].

lifted by disorder [27]. This is possibly due to the substantial change in the electronic band structure

approaching the Lifshitz transition and/or the signi�cant interband impurity scattering. Note that

this evolution is very di�erent from the isovalently substituted P-Ba122 [28] in which the line nodes

are found at all x values and the band structure is unchanged throughout the dome. In our case, at

a large x the exponential temperature dependence in pristine samples changes to� T2 at around

x = 0.60 and tends toward � T at x � 0:80, consistent with the assumption of gradually developing

nodes. Compared to the optimally doped region, the electron irradiation is much more e�ective in

decreasingTc; 41% upon 3.4 C/Cm2 (x = 0.81) and 56% upon 1.2 C/cm2 (x = 1 :00). Nevertheless,

the exponent n never exceeds 2 (e.g. no lifting of the accidental nodes).

3.5 Analysis and Summary

The summary of the e�ect of irradiation on Tc, � � (0:3Tc) and n(0:3Tc) throughout the dome are

given in Fig. 3.5(a), (c) and (d), respectively. The superconducting transition temperature Tc(x)

was determined as the midpoint of the transition in penetration depth measurement (see Fig. 3.2).
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Figure 3.5 Summary �gures of the key experimental parameters in 16 samples of
Ba1� xK xFe2As2 as function of composition. (a) Temperature-composition
phase diagram with Tc(x) in pristine (squares) and electron-irradiated (other
symbols, see legend) samples. The same set of symbols are used for (b)-(d).
The approximate region of spin-density wave (SDW), superconducting (SC)
phases and nodal behavior are color shaded blue, white and red, respectively.
(b) Normalized � Tc=Tc0, with the largest Tc suppression is found forx & 0.8.
(c) Absolute change of � � from 0 to 0.3Tc for all compositions, with an anomaly
at x � 0.8. (d) Composition dependence of the power-law exponentn for pris-
tine and irradiated samples. As the irradiation dose increases, the exponent
approaches but never exceeds the value ofn = 2. From Ref. [19].
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Although the evolution of Tc(x) across the dome is generally smooth, there is an apparent steep

drop near x = 0.80. This anomaly correlates with the appearance of accidental nodes induced

in this material as a consequence of the Lifshitz transition [24]. The anomaly is also present in

Fig. 3.5(b), where the relative change (Tc � Tc0)=Tc0 is shown for the same samples as in (a). At

x > 0.80 the Tc suppression rate shows a sudden jump, consistent with the increasing anisotropy

in the gap structure. In terms of the rate per irradiation dose, the normalized suppression rate of

optimally doped samples (Fig. 3.6) is about 0.025 per 1 C/cm2 and increases to 0.07 per C/Cm2

in the underdoped samples (x = 0 :22) which is consistent with our previous report [5]. In a sharp

contrast, the suppression rate increases signi�cantly in the far overdoped region reaching 0.47 per

C/cm 2, which is 20 times larger than that of the optimally doped regime. Note however, that

because of magnetic ordering the rates of samples in the under and overdoped regimes are not

to be compared directly and a separate analysis is required to take into account the competition

between superconductivity and magnetism [6]. Nevertheless, all these numbers for the rate ofTc

suppression are much greater than those expected from conventionals++ pairing and they can be

explained within a generalizeds� pairing model if one is allowed to tune gap anisotropy and ratio

of interband/intraband scattering [29].

For the theory modeling we collaborated with Vivek Mishra (Oak Ridge National Laboratory),

Saurabh Maiti and Peter Hirschfeld (both from University of Florida). They used the self-consistent

t-matrix formalism and sign-changing s� state to describe both the London penetration depth and

the Tc suppression rate for di�erent levels of disorder [30, 31, 32, 33]. To keep the analysis tractable

and to �t the experimental data they minimized the parameter set by working in the 2Fe-BZ and

modeling the gap structure as shown schematically in Fig. 3.7(a). Here a minimal two-band model

was used which corresponds to hole (at � point) and electron (atM point) bands before the Lifshitz

transition. After the transition the electron pockets disappear and the two bands switch to the

two hole pockets. The gap magnitudes and an overall scaling factor that comes into play from the

contribution from the Fermi velocities and the density of states for various doping concentrations

are used as the �tting parameters. Although the actual band structure is more complex and involves
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Figure 3.6 The variation of superconducting critical temperature upon irradiation for dif-
ferent compositions. (a) The normalization rate of experimentally observed
Tc suppression vs. irradiation dose. The rate increases drastically above the
Lifshitz transition. (b) t-matrix calculations of the Tc change using parameters
extracted from the London penetration depth �ts, Fig. 3.8. While we cannot
expect quantitative agreement for our simpli�ed model, the trend is clearly in
line with experimental observation. From Ref. [19] Supplemental Materials.
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Figure 3.7 A schematic illustration of the e�ective band structure and order parameter
evolution with doping. (a) The change in the electronic band structure across
the Lifshitz transition. The electron pocket at M is lifted but remains in the
vicinity of EF . The extended s� pairing survives, but is shifted to the hole
bands at the � point. (b) Hole and electron pockets relevant for calculations
with the sign-changing order parameter. Signs are encoded by green (+) and
red(-) colors. From Ref. [19].

several bands transforming across the Lifshitz transition, we �nd that a model with two e�ective

gaps with each having isotropic and anisotropic parts is su�cient to explain the observed results.

The model gap functions are

� 1 = � 01 (1:0 + r1 cos 4� )

� 2 = � 02 (1:0 + r2 cos 4� )
(3.1)

where the angle� is measured from the zone diagonal. First the �t was done on the low tem-

perature penetration depth for the pristine samples to �nd the gap amplitudes in the units of the

pristine sample's transition temperature Tc0. They are shown in Fig. 3.8 which clearly trace the

experimental data well. Once the gaps were determined, the interactions which generate these gaps

within the weak-coupling BCS approximation can be calculated. The authors parametrized the in-
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Figure 3.8 t-matrix �tting of the London penetration depth for compositions x = 0.4 to
x = 1.00. The extracted gap magnitudes are plotted in Fig. 3.9. From Ref. [19]
Supplemental Materials.

teraction potential in a simple form to reduce the number of parameters where they have assumed

the angular form factors in the interactions to be the same as in the one in the gap structure.

V11 = V1 (1:0 + r1 cos 4� ) (1:0 + r1 cos 4� 0)

V22 = V2 (1:0 + r2 cos 4� ) (1:0 + r2 cos 4� 0)
(3.2)

V12 = V 0 [(1:0 + r1 cos 4� ) (1:0 + r2 cos 4� 0) + (1 :0 + r2 cos 4� ) (1:0 + r1 cos 4� 0)] (3.3)

Here Vij denotes the interaction betweeni th and j th band. After �nding the interaction parameters

Vij , impurity scattering was treated within self-consistent t-matrix approximation. The defects

induced by electron irradiation were modeled as point scatterers which scatter between the bands

with a �xed interband amplitude and within the same band with another intraband amplitude.
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The presence of interband impurity scattering and the relative sign change between these two

bands are necessary to explain theTc suppression and the increase of penetration depth in the

irradiated samples. Before the Lifshitz transition, the best �t is acquired when the ratio between the

interband and the intraband impurity potentials is 0.6. After the Lifshitz transition the interband

scattering involves two concentric hole pockets, which has a small momentum transfer. Because

the two pockets are almost overlapping after the Lifshitz transition the strengths of interband and

intraband impurity scattering are taken as equal with the ratio of 1. The �tting procedure yields Tc

suppression rate shown in Fig. 3.6(b), which is su�cient to qualitatively explain the experimental

observation (Fig. 3.6(a)). However, to get better quantitative agreement between the experimental

data and calculation a full multiband approach beyond the minimal two-band model with realistic

Fermi surfaces is necessary. As an additional note, we point out that the previously accepted

paradigm about nesting between hole and electron pockets as a precondition fors� pairing [34]

has started to shift. Several authors have proposed the possibility ofs� pairing arising from solely

hole-hole interactions [14, 35] which is the case here.

3.6 Conclusions

In conclusion we �nd that the e�ective two-band model with generalized sign-changing s�

pairing can naturally and consistently describe the evolution of the gap structure in Ba1� xK xFe2As2

throughout the superconducting dome, including the crossover at the Lifshitz transition. The data

from low temperature London penetration depth measurements combined withTc suppression due

to electron irradiation provide stringent constraints on the possible gap structures. We are able to

rule out global s++ symmetry because it is incompatible with the rate of Tc suppression that we

observe from non-magnetic impurities in the optimal doping region. At the highly overdoped region

(x = 0.91, 0.92) the low temperature penetration depth �tting favors s� over d-wave pairing. d-

wave is predicted by other studies to be competitive [34, 35] but remaining a subleading interaction

[36, 37, 38]. In principle, our observation alone is not su�cient to rule out a crossover tod-wave
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Figure 3.9 The evolution of the superconducting gaps in K-Ba122 with composition,x,
obtained from the self-consistentt-matrix �tting (see Fig. 3.8 as described in
the text). Assumed angular variations of the gaps is shown schematically in
Fig. 3.7. As long as the isotropic part is greater than the anisotropic one,
the state is nodeless (that is, forx < 0.8). In the opposite limit, the nodes
appear. This is shown by inscribed triangles in the �gure for h1 contribution.
Consequently, the s� pairing switches from hole-electron pockets below the
Lifshitz transition to hole-hole above. From Ref. [19].

between x = 0.92 and 1.00 but ARPES measurements provide a strong argument against this

scenario because of the presence of accidental nodes atx = 1.00 [39, 40].

Lastly, by using a generalizeds� model and t-matrix calculations we calculated the gap mag-

nitudes (in units of Tc) and their evolution from x = 0.4 to x = 1.00 which is shown in Fig. 3.9.

We �nd that the biggest gap magnitudes � max =Tc, fall between 1 - 2 which are consistent with

other reports [41]. Before the Lifshitz transition (depicted at x � 0.8 in Fig. 3.9), sign change

happens between the electron (blue squares) and hole (black circles) pockets. The isotropic parts

in both pockets are larger (in magnitude), consistent with the absence of nodes observed. As dop-
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ing increases the anisotropic contribution in the hole pocket also gradually gets larger and �nally

overtakes the isotropic term near the Lifshitz transition, leading to accidental nodes. After the

transition the electron band disappears and the hole pocket switches its sign, allowings� pairing

with a second hole pockets (green triangles). Most of our data points agree with ARPES data [40]

that the nodes are preserved all the way untilx = 1.00. Our result is also highly compatible with

other works that probe the gap structure in the underdoped region where superconductivity coexist

with magnetism [5, 6]. Together, this provides a strong evidence for globals� pairing symmetry in

the Ba1� xK xFe2As2 series.
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CHAPTER 4. LONDON PENETRATION DEPTH AND ELECTRON

IRRADIATION IN CaK(Fe 1� xNi x )4As 4
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4.1 Combined Abstract

Measurements of the London penetration depth � � (T) and tunneling conductance in single

crystals of the recently discovered stoichiometric iron-based superconductor CaKFe4As4 (CaK1144)
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show nodeless, two-e�ective-gap superconductivity with a larger gap of about 6-10 meV and a

smaller gap of about 1-4 meV. Having a critical temperature Tc;onset � 35:8 K, this material

behaves similar to slightly overdoped (Ba1� xK x )Fe2As2 (e.g., x = 0.54, Tc � 34 K), a known multi-

gap s� superconductor. We conclude that the superconducting behavior of stoichiometric CaK1144

demonstrates that two-gaps� superconductivity is an essential property of high-temperature super-

conductivity in iron-based superconductors, independent of the degree of substitutional disorder.

Controlled pointlike disorder introduced by 2.5-MeV electron irradiationwas used to probe the

superconducting state of single crystals of CaK(Fe1� xNix )4As4 superconductor at x = 0 and 0.05

doping levels. Both compositions show an increase of the residual resistivity and a decrease of

the superconducting transition temperature, Tc, at the rate of dTc=d� (Tc) � 0:19 K/( � 
cm) for

x = 0 and 0.38 K/( � 
cm) for x = 0.05, respectively. In the Ni-doped compound (x = 0.05), the

coexisting spin-vortex crystal (SVC) magnetic phase is suppressed at the rate ofdTN =d� (TN ) �

0:16 K/( � 
cm). The low-temperature variation of London penetration depth is well approximated

by the power-law function, � � (T) = AT n , with n � 2:5 for x = 0 and n � 1:9 for x = 0.05 in

the pristine state. Detailed analysis of � (T) and Tc evolution with disorder is consistent with two

e�ective nodeless energy gaps in the density of states due to robusts� pairing. Overall the behavior

of CaK(Fe1� xNix )4As4 at x = 0 is similar to a slightly overdoped Ba1yK yFe2As2 at y � 0.5, and

at x = 0.05 to an underdoped composition aty � 0:2.

4.2 Introduction

CaKFe4As4 (CaK1144) along with the rest of the 1144 family were discovered in 2016 by Iyoet

al. which garnered signi�cant attention in the community as a new series in the realm of iron-based

superconductors [1]. The interest in the material was boosted by its relatively high superconducting

transition temperatures (Tc = 31 � 36 K) which are not very far from the highest Tc among the

known iron-based superconductors (Tc = 39 K in optimally-doped K-Ba122). As a new material,

it is important to compare the new 1144 compound to a more established member of the iron-

based superconductor to get a proper perspective. In this case the 122 family became the �rst
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choice. Although it is stoichiometrically distinct from the 122 family, the 1144 system shares many

properties with the 122 since the point of its discovery. To grow the 1144 polycrystalline compounds

Iyo et al. substituted alkali metal ( A = Na, K, Rb, Cs) into a regular 122 system AeFe2As2 (Ae

= Ca, Sr, Ba). However, they �nd that depending on the di�erence in their ionic radii, the alkali

atoms may either randomly occupy the alkali-earth sites (preserving the 122 structure) or form a

separate layer by occupying inequivalent crystallographic sites thus creating an alternate stacking of

Ae and A layers (the new 1144 structure, see Fig. 4.1(a)). The former case yields dopedI 4=mmm

space group of the 122 structure while the latter hasP4=mmm space group of the 1144 structure

(Fig. 4.1(c)). To create the 1144 structure, there are restrictions on the di�erence in the ionic radii

and a-axis lattice parameters ofAe122 andA122 which were found empirically. Fig. 4.1(b) shows

the relationship between � r (= r A � r Ae) and � a (= aA122 � aAe122) for the Ae and A pairs in

the �gure. The solid squares and circles are the pairs that form the 1144 and the 122 phases,

respectively. Therefore, a small � a along with a large � r are necessary for the formation of the

1144 phases. The exception seems to be BaCs pair (denoted as triangle in the graph) which is

located at the boundary between the 1144 and 122 phases. Since it is sitting at the boundary, there

is competition between the two phases to be the ground state of the material which is re
ected in

the inconclusive x-ray di�raction result of its crystal structure.

4.2.1 CaKFe 4As 4 single crystals

Iyo et al: discovered and studied the 1144 compound in polycrystalline form. However, single

crystalline samples are needed if one wants to measure transport and thermodynamic anisotropies,

study single crystal di�ractions and so on. In the latter part of 2016 Meier and Kong et al:

have successfully grown single crystals of CaKFe4As4, one of the members in the 1144 family

[2]. The details of the necessary conditions and growth parameters for the quarternary 
ux melt

method are described elsewhere [2, 3]. At �rst glance CaKFe4As4 has the same electron count

as Ca0:5K0:5Fe2As2 and Ba0:5K0:5Fe2As2. Indeed, electrical transport [1, 2, 3, 4], magneto-optical

imaging [2], heat capacity [1, 2], ARPES [5], STM [6], NMR [7], Mossbauer spectra [8], pressure
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Figure 4.1 (a) Crystal structures of AeAFe4As4 (left), undoped AeFe2As2 (center) and
(Ae1� xAx )Fe2As2 (right). When the conditions are ful�lled, Ae and A metals
occupy distinct crystallographic sites, resulting in a di�erent stacked struc-
ture (P4=mmm, left) compared to the parent compound (I 4=mmm, center).
(b) The parameters � a and � r which determine whether the Ae andA pairs
will form the stoichiometric 1144 (squares, red region) or doped 122 (circles,
blue region) structures. Triangle denotes BaCs, which sits between the two
phases, whose structural type is unknown. (c) Powder x-ray di�raction pat-
tern of CaRbFe4As4, together with that of (Ca 0:5Na0:5)Fe2As2 for comparison.
I 4=mmm structure only allows even values ofh + k + l whereas theP4=mmm
structure allows both even and odd peaks. From Ref. [1].
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studies [9, 10], band structure [11] and DFT calculations [5, 10, 12] have all pointed the overall

resemblance to the 122 family. Gap structure studies are consistent with a multiband character with

s� pairing aided by spin 
uctuations [4, 13, 14, 15]. Moreover, CaK1144 and slightly overdoped

K-Ba122 have similar Tc's (� 35 K). They also feature the absence of structural and magnetic

ordered phase aboveTc. Despite all the similarities, it is important to point out that CaKFe 4As4

is stoichiometric which means that the material is less disordered compared to the doped 122's.

This provides a unique opportunity to study a relatively high transition temperature of an iron-

based superconductivity in a highly ordered compound [2, 11]. Indeed, the residual resistivity ratio

(RRR � R(300 K)/ R(40 K)) yields values of � 15 for CaK1144 (Fig. 4.2(d)) as compared to� 7

for the optimally doped K-Ba122 single crystals [4]. Several examples of basic characterizations of

CaK1144 single crystals are shown in Fig. 4.2 [2]. All temperature-dependent probes show a clean,

bulk superconductivity with Tc = 35 K. Resistivity measurements aboveTc reveal small anisotropy

below 150 K with smooth curves up to 300 K, consistent with the absence of other competing states

in this compound (Fig. 4.2(d)). The obtained key parameters of CaKFe4As4 include the anisotropy

parameter 
 (T) = H ?
c2=Hk

c2 ' 2:5 (at Tc) and ' 1.5 (at 25 K), Ginzburg-Landau coherence lengths

� k
GL ' 58 nm and� ?

GL ' 143 nm [2], upper critical �elds H k
c2(0) ' 71 kOe andH ?

c2(0) ' 92 kOe (by

extrapolation) [1, 2], London penetration depth � (0)? � 133 nm [4], 141 nm [16], 187 nm [7], 208

nm [15] and critical current density j C � 108 A/cm 2 [17]. The parallel and perpendicular directions

are de�ned with respect to the crystallographic c-axis. j C was measured withH k ab.

4.2.2 CaK(Fe 1� xNi x )4As 4 (x = 0.05) single crystals

Since the stoichiometric CaKFe4As4 is found to be very similar to slightly overdoped K-Ba122, it

was assumed that long-range magnetism could be induced by increasing the electron count (which is

equivalent to reducing the hole doping in K-Ba122). This idea was realized in 2018 by Meieret al. by

substituting a fraction of Ni or Co at the Fe site [18]. The resulting compounds, CaK(Fe1� xNix )4As4

(x = 0.017 - 0.063) and CaK(Fe1� yCoy)4As4 (y = 0.039 - 0.124) show magnetic ordering from NMR

and Mossbauer spectra analysis, which is also detected in resistivity measurements. The phase
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Figure 4.2 Thermodynamic and transport data of CaKFe4As4 nearTc. (a) The normalized
electrical resistivity, inset shows the magneto-optic image on a CaKFe4As4

single crystal. (b) FC and ZFC magnetization for H = 50 Oe for H applied
perpendicular to the crystallographic c-axis. ZFC curve shows full volume
screening from the interior. (c) The zero-�eld speci�c heat Cp(T)=T. (d) Full
temperature range of in-plane, (� a(T), and interplane, (� c(T)), resistivity of
CaKFe4As4, plotted using normalized resistivity scales,� (T)=� (300 K). At 300
K, � a � 300 � 
 cm, and � c � 1000� 2000 � 
 cm. Inset shows picture of a
CaKFe4As4 single crystal over a millimeter grid. From Ref. [2].



85

diagram is shown in Fig. 4.3(g). Since Ni contributes twice as many electrons per atom as Co, the

authors were able to plot the data for both Ni- and Co-doped compounds to fall on top of each other

by scaling the composition axis of the phase diagram by two. The solid lines mark the expected

superconducting and magnetic phase boundaries. The magnetism in doped CaK1144 is identi�ed

as the \hedgehog" spin vortex crystal (SVC) structure, in contrast to the stripe spin density wave

in the 122 system [18]. Fig. 4.3(a)-(d) show the di�erent spin motifs associated with the magnetic

propagation vectors Q i in iron-based superconductors. Thus far, only doped CaK1144 has been

con�rmed experimentally to feature the SVC magnetic order. However it may also be the favorable

magnetic ground state in other 1144 series, as predicted by a theoretical study by Borisovet al.

[10].

A hand-waving argument may explain why the SVC magnetic structure is more favorable in

the 1144 compound. SSDW-type AFM breaks the the tetragonal symmetry of the magnetic lat-

tice, similar to orthorhombic structure that breaks the tetragonal symmetry of the crystal lattice.

Therefore, a crystallographic structure may favor SSDW (SVC) if its symmetry is orthorhombic

(tetragonal). In Ni-CaK1144, X-ray di�raction peaks above and below the AFM transition show

no indication of lattice distortion or superlattice geometry [18]. In other words, there is no struc-

tural phase transition from tetragonal to orthorhombic symmetry breaking, unlike the 122 system.

Therefore, the tetragonal symmetry is preserved which makes the SVC structure more favorable.

4.3 Measurements on Pristine CaKFe 4As 4

Since CaKFe4As4 is similar to slightly overdoped K-Ba122 in many respects, it was predicted

in the beginning that the gap structure is also multiband with a relative sign change (s� pairing).

Indeed, studies on heat capacity [2], ARPES [5], NMR [7], inelastic neutron scattering [14] and muon

spin rotation [15], observed several bands with full, nodeless gaps consistent with the prediction.

In the beginning of 2017, our group reported a study on the gap structure of CaKFe4As4 [4], by

measuring the London penetration depth using the TDR method (see Ch. 1, 2). Since London

penetration depth is a direct probe of the gap structure, our result highly complements other
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Figure 4.3 Schematics of possible magnetic order types in CaKFe4As4. (a)-(d) Sketches of
four magnetic moment patterns on an FeAs layer in the CaKFe4As4 structure
associated withQ i = ( �; 0) and Q2 = (0 ; � ) magnetic propagation vectors. The
upper yellow square in (a), (e) represents the projection of the CaKFe4As4 unit
cell. The magnetic unit cells are represented by the central yellow squares in
(a)-(d). The brown arrows represent the magnetic moments at the Fe sites and
the blue and green arrows the hyper�ne �eld (H hf ) at the inequivalent As1 and
As2 sites. (a) Orthorhombic stripe spin density wave (SSDW), (b) spin charge
density wave (SCDW), (c) hedgehog spin vortex lattice (SVC) and (d) loops
spin vortex lattice. (e) The chemical structure of CaKFe4As4, with the inequiv-
alent As1 and As2 adjacent to K and Ca planes, respectively. (f) Section of
the FeAs sheet with a hedgehog SVC moment arrangement. Spin up currents
between the iron atoms,Js (yellow arrows), generate an electric �eld, E (red
arrows), which couples to asymmetric shifts of the two arsenic sites. Unlike in
CaFe2As2 structure, an asymmetric arrangement of As atoms is imposed by
the crystallographic symmetry in CaKFe4As4 providing a symmetry-breaking
�eld that favors the SVC-type phases. (g) Common phase diagram of Co-doped
and Ni-doped CaKFe4As4. Doping CaKFe4As4 with either Co or Ni suppresses
the superconducting transition temperature, and stabilizes a hedgehog SVC
below TN . TR

c and TM
c were determined by resistance and magnetization mea-

surements, respectively. The Ni-concentration on the upper axis,x is scaled
by a factor of two with respect to the Co-concentration, y, which maps the
transition temperature of the two series onto each other, consistent with their
electron contributions. From Ref. [18].
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methods in understanding this new superconductor series. The uniqueness of our approach is to

combine thermodynamic (London penetration depth), transport (resistivity) and surface sensitive

(STM) probes on samples within the same batch. Since these techniques complement each other,

we could get a coherent and consistent picture as a result.

4.3.1 London penetration depth measurement

The full temperature range of London penetration depth and resistivity measurements in

CaKFe4As4 are shown in Fig. 4.4(c) and (d). Both show that the single crystals we measured

have no secondary phases and feature a sharp superconducting transition. From London penetra-

tion depth measurement we can directly compare the low temperature variation (T=Tc � 0:3) in

CaK1144 to other 122 compounds, which are shown in Fig. 4.4(a). The materials in the �gure were

selected due to their comparableTc values since the compositions are near or at optimal doping of

their respective series. At a glance CaKFe4As4 looks more similar to Ba0:46K0:54Fe2As2 than to the

other candidates. P-Ba122 series are nodal and therefore they show linearT-dependence at low

temperature which is very di�erent to CaK1144. On the other hand, Ba0:65K0:35Fe2As2 is nodeless

so at very low temperatures (T=Tc � 0:05) it shows similar saturation behavior to CaK1144. How-

ever, K-Ba122 with x = 0.54 has the most similar (normalized) T-dependence in the range shown

here. This is to be expected since they have a similar electron count as explained earlier in the

introduction of this chapter.

To make our analysis of the low temperature behavior more quantitative, we can use the usual

power-law �tting � � / Tn with varying upper limits Tmax =Tc, as shown in Fig. 4.4(b). As explained

in Ch. 1, a nodal gap structure will show linear T behavior with exponent n � 1 which is the case

for P-Ba122 [19] (not shown). For a clean nodeless gap, the �tting will show large exponent (n & 3)

such as shown forx = 0.35 K-Ba122. In the case of nodelesss� gap, a small degree of anisotropy

and impurity scattering can bring down the exponent closer to two which we know from Ch. 3 is

the case forx = 0.54. Therefore, the behavior of CaKFe4As4 is consistent with s� pairing with

nodeless gaps.
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Figure 4.4 (a) The variation of the London penetration depth � � (T) in CaK1144 (solid
circles) compared with other iron-based superconductors, BaFe2(As0:70P0:30)2

(nodal gap, Tc � 30 K, solid squares) [19]), Ba0:65K0:35Fe2As2 (no nodes, op-
timally doped, Tc � 39 K, open triangles) and Ba0:46K0:54Fe2As2 (no nodes,
overdoped,Tc � 34 K, solid triangles) [20]. (b) Exponent n obtained from the
power-law �t � � = C1 + C2Tn as a function of the upper �t limit Tmax =Tc.
Pink horizontal line marks n = 2, the dirty limit exponent for the sign-chang-
ing order parameters such asd� wave or s� . Symbols are the same as in (a).
(c) Variation of the in-plane London penetration depth � � (T) showing the
full transition. (d) Normalized in-plane resistivity � ab(T)=� ab (300 K) in full
temperature range. From Ref. [4].
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4.3.2 Scanning tunneling microscopy measurement

For the STM experiment we collaborated with Ant�on Fente et al. from Hermann Suderow group

in Universidad Aut�onoma de Madrid (Autonomous University of Madrid). In their STM setup a

CaKFe4As4 single crystal from the same batch as the one used for the penetration depth study

was mounted onto a sample holder and a piece of brass was glued on top of it. Then the sample

holder was moved toward a copper beam, lifting o� the glued brass piece and leaving a freshly

cleaved surface for the tunneling measurements [21, 22]. The STM data was taken at 0.8 K which

corresponds to an energy resolution of about 70� eV, determining roughly the interval between

points in the tunneling conductance curves [21, 23]. The measurements were conducted using a

normal metal (gold) tip. The tunneling conductance was obtained by di�erentiating the I � V

curves as described in their previous works [24, 25], which is shown in Fig. 4.5(a). Flat surfaces

for tunneling were found using a similar protocol to other STM studies for example, in K-Ba122

[26]. Fenteet al. measured hundreds of topographical images and millions of spectra and a detailed

analysis on vortex study is published separately [6]. Here, they �nd that in CaKFe4As4 there is no

surface reconstruction which is usually discussed in STM work on other iron-based superconductors

[26, 27, 28]. Instead, they observe atomically 
at surfaces showing atomic size features that are

separated by steps due to terminations of di�erent crystallographic planes.

Fig. 4.5(a) shows a few representative tunneling conductance curves obtained within an area

whose topography is shown in the insets. The correspondingI � V curves are shown in Fig. 4.5(b).

Close to the Fermi level, there is often a negligible tunneling conductance which indicates no states

(i.e. gap). Well-developed quasiparticle peaks are observed at a bias voltage that changes depending

on the surface plane. At some surfaces (blue and violet in Fig. 4.5(a)), there is a quasiparticle peak

slightly above 10 mV and a kink at about 5 mV. At other surfaces, the quasiparticle peaks happen

at about 5 mV and shoulders somewhat below 10 mV (green and red curves). This is a common

observation in e�ective two-gap iron-based superconductors including in a study of K-Ba122 [26].

The response variation is due to di�erent surface terminations (Fig. 4.5(a) insets) that lead to

di�erent matrix elements for the tunneling between the tip and the sample [29, 30]. This leads to
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Figure 4.5 (a) Tunneling conductance vs bias voltage curves measured at 800 mK (sym-
bols) and the corresponding �ts to BCS theory (solid lines). The curves are
shifted vertically, and the zero conductance value is indicated by a horizontal
line under each curve. The left inset shows the topography of the surface (im-
age size is 100 x 100 nm2) and the right inset shows a pro�le taken along the
line shown in the left inset. Points along the line in the left inset provide the
places where we took the curves of the main panel. The step shown in the
pro�le of the order of the unit cell c-axis parameter. Orange arrows mark the
position of the two maxima in the distributions of � i . (b) Tunneling current vs
bias voltage curves corresponding to the tunneling conductance curves shown
in (a). Colors of symbols in (a) are used to refer to the corresponding curves
in (b) and (c) and points in the inset of (a). From Ref. [4].
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spatially varying contributions to the density of states from di�erent parts of the Fermi surface.

When the gap is not uniquely de�ned (as opposed to simples-wave BCS superconductor with

a well-de�ned gap), the gap sizes involved in the tunneling process di�er from the positions of

the quasiparticle peaks in the bias voltage. To obtain the tunneling conductance and �nd the

superconducting gap values, Fenteet al. convoluted a density of states in the form� i Re( Ep
E 2 � � 2 )

with the derivative of the Fermi function to obtain the tunneling conductance [23, 29, 31, 32]. The

solid lines in Fig. 4.5(a) show the tunneling conductance calculated using the set of� i and � i

shown in Fig. 4.5(c). The values of the superconducting gap are spread between� 1 and 10 meV.

The � i provides the relative weight in the tunneling conductance from the di�erent gap values (see,

e.g. [31] for similar results obtained in MgB2). At all locations there are two peaks in the � i . The

height of each peak varies as a function of the tunneling plane. One peak is at� 3 meV and another

one at � 8 meV. This corresponds, respectively, to �1(0)=Tc = 0.54 and � 2(0)=Tc = 1.45 (orange

arrows in Fig. 4.5(a)). These values can be compared to �(0)=Tc = 1 :76 for the isotropic single gap

weak-coupling (BCS) value. These values are quite typical for iron-based superconductors [20].

4.4 Measurements on CaK(Fe 1� xNi x )4As 4 (x = 0, 0.05) in Pristine and

Irradiated States

Since magnetism and superconductivity are known to have a complex interplay in the coexis-

tence region (e.g. iny < 0:25 Ba1� yK yFe2As2 [33, 34, 35]) it would be interesting to study the

same interplay in the CaK1144 counterpart which has the spin-vortex crystal magnetic structure

rather than the stripe type spin-density wave. In this section we investigate the gap structure

of CaK(Fe1� xNix )4As4 (x = 0 ; 0:05) with the x = 0.05 composition featuring an SVC magnetic

structure [18] using London penetration depth, resistivity and electron irradiation. The details of

the experimental methods is described in Ch. 1, 2.
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4.4.1 London penetration depth measurements

Fig. 4.6(a) shows the total variation of London penetration depth of CaK(Fe1� xNix )4As4 over

the whole superconducting range from the base temperature (0.4 K) to above superconductingTc

for both stoichiometric ( x = 0) and Ni-doped (x = 0.05) samples. The measurement forx = 0

sample was done in a sequence of irradiation and annealing runs whose e�ects can be seen from the

Tc response. From the pristineTonset
c = 36.1 K, the �rst irradiation of dose 2.08 C/cm 2 suppresses

Tc by 3.2 K which partially recovers by 1.3 K after 400 K annealing in PPMS. The second and third

irradiations of 5.46 C/cm2 + 4.38 C/cm 2 further suppress theTc by 9.7 K, to the �nal value of 24.5

K. The irradiation also increases the skin-depth response in the normal state which turns thex =

0 sample from skin-depth limited regime (pristine, red curve in Fig. 4.6(a)) to size-limited (other

colors until blue). This is consistent with the increase of residual resistivity measured directly from

our resistivity experiment (Fig. 4.7(a)).

The low temperature part of � � for the x = 0 sample is shown in (b). The arrow denotes

the same sequence of irradiation and annealing treatments as described earlier. From the low

temperature data we can extract key parameters of the gap structure in the material. Unlike the

response inTc which reverses upon annealing, the low temperature variation of �� monotonically

increases for all treatments. At T=Tc � 0:3, � � is proportional to the amount of thermally excited

quasiparticles [19, 37] which in turn indicates the amount of accessible states. The monotonic

increase in � � (T) indicates that a partial fraction of the irradiation-induced defects (mostly Frenkel

pairs) remains after the annealing process which contribute to the low energy pair-breaking states.

The rest of the defects are annealed away when the Frenkel pairs recombine which causes the partial

Tc recovery. Therefore, we �nd that a real material contains di�erent types of defects and only

some of which can be annealed away. This insight can only be seen from a gap structure probe

such as London penetration depth measurement asTc by itself is an imperfect indicator for the

impurity scattering in the gap structure. The second parameter is the exponentn extracted from

power-law �tting � � (T) / Tn with upper limit Tmax =Tc = 0 :2 (shown as solid line in the pristine

curve as an example).n also shows monotonic decrease from pristine value ofn � 2:5 to n � 2:0
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Figure 4.6 (a) Variation of London penetration depth � � (T) showing full superconducting
transitions. For the stoichiometric ( x = 0) sample, the data were taken in a
sequence of irradiation/annealing treatments as indicated in the legend. (b)
Low-temperature part of � � for T=Tc � 0:3 in the x = 0 sample. The choice
of symbols and colors are the same as (a). The exponentn monotonically
decreases with irradiation and annealing treatments of the same sequence as
(a), which is also indicated by the arrow. The two right most panels show � �
in the Ni-doped sample (x = 0.05) plotted as a function of T=Tc (c), and of
(T=Tc)n (d). From Ref. [36].
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which indicates increasing in-gap impurity scattering but they remain nodeless even after heavy

dose of irradiation. This observation is consistent with the e�ective two-band nodelesss� model

proposed in Section 4.3.

Fig. 4.6(c) shows a much higher penetration of magnetic �eld in the pristine Ni-doped CaK1144

compared to the x = 0 sample, which could be due to higher level of inherent disorder in a

substituted compound. Electron irradiation of moderate dose 2.36 C/cm2 signi�cantly increases

� � (T) even higher indicating that disorder is a more e�cient pair breaker in the Ni-doped sample.

A similar behavior is observed in K-Ba122 where the underdoped region is also more sensitive to

disorder compared to the optimal doping composition [20]. Application of power-law �t (solid lines)

yields exponentsn = 1.9 (pristine) and n = 2.2 (2.36 C/cm 2 dose). By plotting � � (T) vs A T n

we verify the quality of the �t. The prefactor A (which gives the slope) is notably increased after

irradiation re
ecting increased quasiparticle density [19]. The slight increase fromn = 1.9 to 2.2

suggests that in the pristine state, the x = 0.05 sample is not yet in the regime where impurity

scattering dominates (dirty limit) in which case the exponent saturates without crossingn = 2 with

further increasing disorder. Rather, in light of previous study in underdoped K-Ba122 in which

long-range magnetism gives rise to gap anisotropy [34, 38], the increase ofn is consistent with the

averaging of an originally anisotropic gap causing the gap to become more isotropic and the gap

minima to be elevated. An alternative explanation could invoke thec-axis point node [37] suggested

for electron-doped Co-Ba122 from anisotropic thermal conductivity [39, 40] andc-axis penetration

depth [41] measurements.

4.4.2 Resistivity measurements

Fig. 4.7 shows the in-plane resistivity of the parent CaKFe4As4 (a) and 5% Ni-doped CaK1144

(b) compounds. Solid (dashed) line denotes the data taken in the pristine (irradiated) states. The

irradiation doses are 2.08 C/cm2 (x = 0) and 2.36 C/cm 2 (x = 0 :05). The in-plane resistivity of

the x = 0 sample in pristine state shows a crossover feature at about 200 K which is typical for

all hole-doped 122 compositions. ApproachingTc on cooling, � (T) shows a small upward curvature
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similar to slightly overdoped K-Ba122 where it can be �tted with � T3=2 dependence in a limited

temperature range from 40 K to 60 K [42]. A similar power law �ts the data well in CaKFe 4As4

as shown in Fig. 4.7(a) as cyan line. The resistivity just above the onset of resistive transition is

about 12 times lower than � (300K ). The actual residual resistivity is impossible to extrapolate

convincingly since T3=2 �t gives a small negative value of � (0) and Tc is large. The resistive

transition to the superconducting state at Tc(onset) = 35.2 K is very sharp (see inset) with a width

of � Tc < 0:5 K, re
ecting good sample quality. Electron irradiation of 2.08 C/cm 2 leads to a

vertical shift of the � (T) curve with the red line in Fig. 4.7(a) showing the di�erence between� (T)

curves before and after irradiation. The shift is not constant throughout suggesting a violation

of the Matthiessen rule, which dictates a T-independent o�set due to added impurities. In this

case, the shift nearTc is about two times higher than at room temperature. Note as well that

the superconducting transition remains sharp after the irradiation supporting homogeneous defect

distribution.

The electrical resistivity � (T) of the Ni-doped sample (x = 0 :05) in the pristine condition is

shown by a solid curve in Fig. 4.7(b). It has a similar broad crossover feature at 200 K, although it is

much less pronounced due to a signi�cant increase of residual resistivity compared to the purex = 0

compound (� 90 � 
cm, lower inset). An additional feature in the � (T) curves of the Ni-doped

sample can be distinguished in the temperature-dependent resistivity derivative at� 50 K (top

inset) which is associated with the magnetic transition (spin-vortex crystal phase [18]). Electron

irradiation with a total dose of 2.38 C/cm 2 (dashed curve in Fig. 4.7(b)) leads to an upward shift of

the � (T). Similar to the pure sample, the shift is temperature dependent and is signi�cantly bigger

for T < T N � 47 K suggesting partial loss of the carrier density due to magnetism. The magnetic

transition temperature is suppressed from 50.6 K to 47.5 K while the (onset of) superconducting

transition temperature is suppressed from 10.5 K to 4 K.
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Figure 4.7 In-plane resistivity of (a) the stoichiometric sample (x = 0) and (b) Ni-doped
sample (x = 0 :05). Solid and dashed lines show resistivity of the samples be-
fore and after irradiation, with doses 2.08 C/cm2 for x = 0, and 2.36 C/cm2

for x = 0 :05. Red lines show the di�erence of resistivity between irradiated
and pristine states. The cyan line in (a) is the �t of the curve in the pris-
tine x = 0 sample to � (0) + � T T3=2. The right inset of each panel zooms on
the superconducting transition range. The left inset in (b) shows the tempera-
ture-dependent resistivity derivative zooming on the features atTN , suppressed
upon irradiation from 50.6 K to 47.5 K. From Ref. [36].
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4.5 Discussion and Analysis

To get a sense of the gap size in CaKFe4As4 the low-temperature BCS asymptotic behavior

can be used to �t the temperature variation of London penetration depth data, � � = B1 +

B2
p

��= 2t exp(� �=t ) where t � T=Tc and B1, B2 and � � �(0) =Tc. The experimental base

temperature is taken as the lower limit and the upper limit Tmax =Tc is varied between� 0:11� 0:18.

The reduced� value � 2 = �( f data � f �t )2/DOF indicates the quality of the �tting procedure (lower

inset of Fig. 4.8(a)) which shows reasonable quality and saturates for upper limitsTmax =Tc � 0:14.

DOF is the number of degrees of freedom de�ned as the number of data points minus the number

of free parameters. The upper inset shows that the gap parameter� also converges to the value of

� � 0:32 (� 1 meV) using the same upper limitsTmax =Tc � 0:14. The main panel of Fig. 4.8(a)

shows an example of actual �tting of the BCS curve with Tmax =Tc = 0 :14. Overall, the BCS �tting

correctly captures the saturation behavior at low temperature which indicates a gap in the density

of states. However, this approach has two caveats: (i) the value of extracted gap generally di�ers

from the magnitude of the order parameter due to scattering [43] and (ii) it fails to take into account

the multiband nature of the material.

To get a better estimate of the gap magnitudes in a multiband context we use the two-band
 -

model to �t the normalized super
uid density � s � (� (0))=� (T))2 [44]. But �rst we need to obtain

� (0) to calculate the super
uid density from another method since in general, the TDR technique

is suitable for precision measurements of the changes in the penetration depth but not the absolute

value [45]. Here, we use two approaches to estimate� (0). First, we use the thermodynamic Rutgers

relation [46] to estimate the Ginzburg-Landau parameter� GL = � GL =�GL [2]

� GL =

r
Tc

8� � C
@Hc2;c

@T

�
�
�
�
�
Tc

(4.1)

where � C is the jump of the speci�c heat in erg/cm3/K (using a molar volume of 115.4 cm3/mol).

The slope of the upper critical �eld ( H k the crystallographic c-axis direction) at Tc, dHc2;c=dT =

� 4:4 x 104 Oe/K [2]. With these experimentally determined values reported in [2] Eq. 4.1 gives

� GL � 60. Since CaK1144 falls in the clean limit with a short coherence length (� (0) = 2 :15 nm [2])
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Figure 4.8 (a) A representative BCS �tting with � =Tc as a free �t parameter and �xed
Tmax=Tc = 0 :14. Upper inset: � =Tc obtained from BCS �ttings with di�erent
Tmax=Tc. Lower inset: reduced � 2 vs Tmax=Tc corresponding the �tting re-
sults shown in the upper inset. (b) Normalized super
uid density � s calculated
with � avg

thermo (0) = 133 nm (open squares) and� B
NV (0) = 239 nm (open cir-

cles) [in-group communication]. Self-consistent
 -model �ts with all coupling
parameters shown as solid lines and the interband-only coupling �t is shown
by the dashed line (for the � B

NV (0) = 239 nm case). The inset shows the tem-
perature dependence of the two order parameters obtained from the �ts in the
main �gure. Solid and dashed-dotted lines are for the all-parameter �ts for two
values of � (0), respectively. The dashed lines are for the interband-only �t.
The thick red lines mark the spread of the order parameter values determined
from the STM measurements. From Ref. [4].
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we can use the clean limit relation� (0) = 1 :206 � GL = 68:7 from which we determine� 1
thermo (0) =

� (0)� (0) � 148 nm. As an alternative (but still using thermodynamic relations) we can use� GL �

1:5 nm [2] so � GL = � GL � GL � 83 nm. Therefore, � 2
thermo (0) =

p
2 � GL � 118 nm. These are

quite close values resulting in a small variation of� s at intermediate temperatures. For the �tting

analysis of the super
uid density we use the average of the two values,� avg
thermo (0) = 133 nm.

The second determination involves a direct measurement of the �eld of the �rst vortex penetra-

tion on the sample edge using a recently developed sensitive and non-invasive optical magnetometry

which is based on the nitrogen-vacancy (NV) centers in a diamond �lm [16]. Using numerical ap-

proximations it is possible to convert the measured penetration �eld (Hp) to the lower critical �eld

(Hc1) which in turn is related to the penetration depth according to Hc1 = � 0 (ln �=� +0 :5)=(4�� 2)

[47]. � 0 = 2 :07 x 10� 15 Wb is the 
ux quantum. One of the numerical approximations was de-

veloped by Brandt in 2001 [48] whereHp � Hc1 tanh
p

�c=a with c; a as the thickness and the

lateral dimensions and � is a geometric factor (= 0.36 for a semi-in�nite strip and = 0.67 for a

disk). Using Brandt's approach we get � B
NV (0) � 239 nm (labeled B for Brandt). However, this

approximation is not very applicable for samples with the shape of a rectangular slab which were

used in the NV experiments. An alternative approach for the rectangular slab geometry is to

use Hp = Hc1 (1 + N� ), where N is the e�ective demagnetization factor and � is the magnetic

susceptibility given by � = �=w tanh(w=� ) � 1 [45]. The challenge now is to de�ne a practical

formula for N in a rectangular slab geometry. After our work was published in 2017 [4], more

recently Prozorov and Kogan developed another numerical approach using the COMSOL software

which solves Maxwell's equations in 3D �nite-element analysis [49]. Their work yields a formula

for e�ective demagnetization factor for rectangular slabs with dimensions 2a x 2b x 2c with the

magnetic �eld pointing in the c-direction given by N � 1 = 1 + 3 c (1 + a=b)=4a. With this approach,

we get an estimate of� PK
NV (0) � 141 nm (PK for Prozorov and Kogan) [16] which is consistent and

close in value to the estimate derived from the thermodynamic relations.
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Fig. 4.8(b) shows the super
uid density (SFD) curves constructed from � avg
thermo (0) = 133 nm

and � B
NV (0) = 239 nm. Since � PK

NV (0) = 141 nm is approximately the same as� avg
thermo , all of the

analysis and discussion on the SFD derived from� avg
thermo are also applicable to the SFD derived

from � PK
NV .

The super
uid densities (Fig. 4.8(b)) are �tted with two-band 
 -model (red lines) to extract

the gap magnitudes [44]. The two values of the order parameter are calculated self-consistently

at each temperature. The relative contribution 
 from one band (and 1� 
 from the other) is

another �t parameter to obtain the total super
uid density. We obtain a very good agreement

in the entire temperature range with the order parameters shown in in the inset. In the �t with

� B
NV (0) = 239 nm we obtain � 1(0)=Tc = 1 :86, � 2(0)=Tc = 0 :64 so that � 1(0)=� 2(0) = 2 :9, which

is almost a factor of two larger than the ratio found for slightly overdoped K-Ba122 [20]. In energy

units they are � 1(0) = 5 :70 meV and � 2(0) = 1 :97 meV. With � avg
thermo (0) = 133 nm ( � � PK

NV (0))

despite the quite di�erent magnitude, we obtain similar values of � 1=Tc = 1 :88 and � 2 = 0 :66 or

in energy units � 1(0) = 5 :77 meV and � 2(0) = 2 :0 meV. To explore all possibilities we also used

the interband only s� model which was used to analyze theHc2 data in [2]. The �t is denoted as

dashed line in Fig. 4.8(b) for � s obtained from � B
NV (0) = 239 nm. The result of pure interband s�

�tting is quite reasonable although not as good as the full �t. Here, the gap amplitudes are 9.6

meV and 2.4 meV. Finally, these values need to be compared with the ones obtained from the STM

experiment. Indeed, as shown in the inset these values are in a good agreement with 8 meV and

3 meV gaps from STM. Since London penetration depth and scanning tunneling microscopy are

quite di�erent in nature ( � m scale penetration vs nm scale surface), the agreement in the analysis

between the two experimental data is quite remarkable. Our �ndings make a quite convincing case

that superconductivity in CaKFe 4As4 can be described with e�ective two nodeless gaps with ranges

of 1-4 meV and 6-10 meV.

We were unable to reproduce the same analysis for the Ni-doped compound, because the� (0)

value is not available in the literature. Our group wanted to apply the NV magnetometry method
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however, a single crystal of Ni-CaK1144 with a su�ciently high quality (
at and clean) surface and

a sharp edge has so far been elusive in the growth batches available to us.

4.6 Summary and Conclusions

During the discussion and analysis presented so far, Ni-CaK1144 (x = 0 ; 0:05) are found to be

very similar in many respects to their closest siblings, the K-Ba122. Consistent with other reports

[2, 5, 6, 7, 15, 18] pure (Ni-doped) CaK1144 resembles the slightly overdoped (underdoped) K-

Ba122. Using our data, we are now in a better position to go beyond a general doping region such

as under- or slightly overdoped regions. We will identify the exact compositions of K-Ba122 which

have the closest match to the Ni-CaK1144 samples in our study (x = 0 ; 0:05). This will serve as

the summary and conclusion of this chapter.

Fig. 4.9(a) shows theTc suppression vs the increase of residual resistivity upon irradiation for

CaK(Fe1� xNix )4As4 and selected Ba1� yK yFe2As2 compounds for comparison. For thex = 0 sample

the Tc suppression rate (= -0.19 K/� 
 cm) lies very close to the rate of K-Ba122 with y = 0.54 [20].

On the other hand, the x = 0 :05 compound has twice the rate (= -0.38 K(� 
 cm) compared to

x = 0. This is consistent with the previously discussed low temperature behavior which also shows

that irradiation is a more e�cient pair-breaker in this composition, possibly due to the coexistence

with magnetism [33]. It is slightly steeper but comparable to y = 0 :26 K-Ba122 which lies in the

coexistence region [20]. Therefore, we are getting closer in identifying which of the compositions in

K-Ba122 that best match the Ni-CaK1144 samples.

Indeed, the projection of CaK(Fe1� xNix )4As4 into the Ba1� yK yFe2As2 system is best shown

in Fig 4.9 where the comparison is presented for both compounds by plottingTc (in (b)) and its

sensitivity to disorder (in (c)), as a function of K-doping. In (b), Ni-CaK1144 blends nicely into

the K-Ba122 \dome," where the x = 0 ( x = 0 :05) is placed at y = 0 :48 (y = 0 :18). In (c), the

suppression ofTc normalized by irradiation dose and (pristine) Tc0 serves as an experimental de-

termination of the material's sensitivity to scattering, which allows a comparison between di�erent

compounds in the two iron-based superconductor series. In this case, thex = 0 :05 CaK1144 seems
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Figure 4.9 (a) The suppression ofTc upon increased disorder which is parametrized via
the change in resistivity, � � (Tc). The rate of Tc suppression in stoichiomet-
ric CaKFe4As4 (x = 0) is similar to near optimally doped Ba 1� yK yFe2As2

with y = 0 :54 and 0.6 [20]. The Ni-doped (x = 0 :05) sample is close to the
underdoped Ba1� yK yFe2As2 with y = 0 :2. (b) and (c) Summary �gures of
Tc suppression normalized by the irradiation dose andTc0 as a function of
potassium dopingy, where CaKFe4As4 compounds are placed iny = 0 :18 and
0.48 following the Tc \dome" of Ba 1� yK yFe2As2. Tc values are taken from
Ref. [20, 33]. From Ref. [36].
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to follow the K-Ba122 trend while the x = 0 lies somewhat below which indicates that it has a

higher sensitivity to disorder compared to the K-Ba122 series. These observations are naturally

explained by the fact that pristine x = 0 CaK1144 starts out cleaner than K-Ba122 (y � 0:5)

so the e�ect of arti�cially added disorder is more pronounced. However, in the doped compound

the inherent (substitution) disorder is similar between the two series so their suppression rates are

in line with each other. It is remarkable that such good mapping is possible between these two

systems, which by themselves are complex materials with several signi�cant di�erences (such as

the magnetic and structural phases).

In conclusion, electron irradiation with 2.5 MeV electrons results in a rapid suppression of

the superconducting transition temperature in both stoichiometric CaKFe4As4 and SVC antiferro-

magnetic CaK(Fe0:95Ni0:05)4As4, suggesting a sign-changing superconducting energy gap. In both

cases the low-temperature variation of London penetration depth data are consistent with nodeless

superconducting state. The two observations provide the strongest support fors� pairing in the

CaK1144 series. Physics of two e�ective gaps is evident in thex = 0 sample and the 
 -model

yields a range of 1-4 meV for the magnitude of the smaller gap and between 6-10 meV for the

larger gap, which is also con�rmed by the STM data. In the end, we show remarkable similarity

between CaK(Fe1� xNix )4As4 (x = 0 ; 0:05) and Ba1� yK yFe2As2 (y = 0 :5; 0:2) despite the di�erences

in structural and magnetic arrangements.
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5.1 Abstract

A highly anisotropic superconducting gap is found in single crystals of FeSe by studying the

London penetration depth, � � , measured down to 50 mK in samples before and after 2.5 MeV elec-

tron irradiation. The gap minimum increases with introduced point - like disorder, indicating the

absence of symmetry - imposed nodes. Surprisingly, the superconducting transition temperature,

Tc, increases by 0.4 K fromTc0 � 8:8 K while the structural transition temperature, Ts, decreases

by 0.9 K from Ts0 � 91.2 K after electron irradiation. We discuss several explanations for theTc

enhancement, and propose that local strengthening of the pair interaction by irradiation-induced

Frenkel defects most likely explains the phenomenon.
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5.2 Introduction

After investigating a representative member from each of the 122 and 1144 families in previous

discussion, in this chapter we will turn to FeSe, a member of the 11 family. The crystallographic

structure of this family can be considered as the simplest among all iron-based superconductors be-

cause it only consists of iron-containing layer without any intermediate/spacing layers (Fig 5.1(a)).

In terms of the chemical composition Se may be replaced partially (doped) or fully (stoichiomet-

ric) by other elements such as S [1, 2], Te [3] or more recently reported, Be [4]. Some of such

binary phase diagrams are shown below in Fig. 5.1(c), (d) and Fig. 1.2(a). In single crystal FeSe

bulk superconductivity occurs at Tc � 9 K [5]. However, the superconductivity in FeSe is highly

sensitive to its growth conditions and the experimental environment. Studies of chemical doping

[1, 2, 3, 4, 6] and the application of pressure [2, 7, 8] reported moderate increase (up to 40 K) while

monolayer growth [9, 10] revealed astounding increase (� 100 K) of Tc. Such Tc increase of an

order of magnitude is highly unusual and is thought to be strongly related to the SrTiO3 substrate

through electron-phonon interactions [9, 11]. An in-depth review for the possible origins of theTc

increase in a monolayer of FeSe is described elsewhere [12].

When cooled down in ambient pressure, bulk FeSe undergoes tetragonal to orthorhombic struc-

tural transition at � 90 K without the usual accompaniment of long-range magnetic ordering

[5, 14]. This provides an opportunity to study superconductivity without the complications of the

interplay with magnetism, as well as the signi�cant scattering found in other doped iron-based

superconductors. In a sense, FeSe may be thought as the opposite of Ni-doped CaKFe4As4, where

the SVC magnetic order is stabilized without a structural transition. In other words, both FeSe

and Ni-doped CaK1144 provide an opportunity to probe the coexistence of superconductivity with

the structural or the magnetic phase independently.

Despite the absence of long range magnetism, a strong electronic nematic response is reported

in FeSe whose origin is discussed in terms of both spin and orbital 
uctuations [14, 15, 16, 17,

18, 19]. Strictly speaking, nematicity is the spontaneous tetragonal symmetry breaking in the

electronic structure which may be related to, but not to be confused with the lowering of the
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Figure 5.1 (a) And (b) a schematic crystal structure of FeSe. Four unit cells are shown
to reveal the layered structure. (c) T � x phase diagram of FeSe1� xSx . The Tc

peaks inside the nematic phase which suggests an intricate interplay between
superconductivity and nematicity upon S doping. (d) T � x phase diagram of
Fe1+ ySexTe1� x constructed from single crystal bulk susceptibility data. The
nominal Fe content, y, is y = 0 unless it is speci�ed. Tc (blue circles) represents
the superconducting onset temperature. SDW, SG and SC refer to spin-density
wave, spin glass and superconducting phases, respectively. (a) And (b) from
Ref. [13], (c) from Ref. [6], (d) from Ref. [3].
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crystal symmetry (orthorhombicity). A long-range magnetic order was later discovered upon the

application of external pressure of� 1 GPa [7, 20], which also revealed a highly non-trivial pressure

dependence ofTc which has a local maxima at� 0:8 GPa and a local minima at � 1:3 GPa [7, 8]. A

pressure-NMR [21] and an inelastic neutron scattering [22] experiments investigating the magnetism

in FeSe revealed results consistent with the stripe-type antiferromagnetism which is the same motif

found in the 122 family. These observations suggest that FeSe might be closer to the \mainstream"

iron-based superconductors (such as the 122 family) than previously thought.

5.2.1 FeSe gap structure

Although FeSe has the simplest crystallographic structure, it turns out that its electronic band

and superconducting gap structures did not get as easily and conclusively proven. Early investiga-

tions were not able to come into a converging consensus which was evident in both theoretical and

experimental sides. For example, anisotropic line nodes or deep minima were found theoretically in

FeSe [23, 24, 25], which was also claimed experimentally from the STM [26], London penetration

depth and thermal conductivity [27] measurements. However, measurements of the lower critical

�eld [28], low-temperature speci�c heat [29, 30, 31], other STM [30], and other thermal conductivity

studies [32, 33] are consistent with the nodeless superconducting gap. A crossover from nodal in the

bulk to nodeless at the twin boundary is found from STM [34]. Li et al. independently arrived at

the same conclusions even with a matching estimate of the gap minimum [35]. They also discussed

long quasiparticle relaxation times and an extended self-consistent
 -model to include anisotropic

gaps. In all these studies however, a highly anisotropic gap and/or e�ective two-band physics are

present. On the other hand, a single large nodeless gap has been reported in monolayer FeSe

[11, 36]. Just like the variation in Tc, all these reports show how susceptible FeSe is to modi�cation

of its chemical-physical state and the results can vary from sample-to-sample basis.

One possible scenario to reconcile these apparently contradictory results is to consider marginal,

accidental nodes in the clean limit which are lifted by the natural disorder already present in the

sample [20, 33]. This makes the study of arti�cial disorder using electron irradiation in FeSe even
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more �tting, in order to probe the plausibility of this scenario. Speci�cally, we probe the gap

structure in FeSe before and after irradiation using the measurement of low-temperature London

penetration depth.

5.3 Experimental Details

5.3.1 Sample preparation

We used single crystals grown using a modi�ed chemical vapor transport method provided by

Anna B•ohmer [8, 37]. The samples for the study have typical dimensions of� 0.5 x 0.5 x 0.03

mm3. Other crystals from the same batch or a similar ones were extensively characterized by

measurements of magnetization, electrical transport, M•ossbauer spectroscopy and high energy x-

ray scattering, including under pressure, as described in other reports [7, 8, 14]. In our samples

the typical ratio of resistivities, RRR(300/10) � � (300 K)/ � (10 K) � 20 and a linear extrapolation

to T = 0 gives RRR(300/0) � 125. In comparison, a previous study on vapor transport grown

FeSe samples that found nodal superconductivity gives a very similar response for RRR(300/10),

but has a negative value after linear extrapolation, indicating a lower residual resistivity � (0) and

a slightly less disordered sample [27].

In-plane London penetration depth � � ab(T) was measured down to 50 mK in two samples

(labeled A and B) before and after 1.8 C/cm2 electron irradiation. A third sample (C) was measured

in � � ab(T) and � � c(T) con�gurations following the protocol described in Ref.[38, 39].

Erratum for the original paper. At the time of writing, the now published work [5] contains

London penetration depth data that has a miscalibration by a factor of � 2. The error was found

soon after the time of publication and most of the �gures in this chapter have been revised with the

correct calibration. None of the qualitative picture drawn in the original paper is a�ected. However,

we did not redo the 
 -model �tting of the super
uid density so one may question the accuracy of

the details of the gap parameters which were obtained from the original analysis. Nevertheless, I

will present the revised super
uid density side by side with the original work. I will argue that the

revised curve is fully compatible with all the conclusions drawn in the original paper [5].
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Figure 5.2 An ion-speci�c cross-sections calculated by using SECTE program [42]. The
upper curves correspond to the ion knock-out threshold ofEd = 25 eV, the
lower curves to Ed = 30 eV. Se is shown by dashed curves, Fe by solid curves.
At the mid-range value of 80 barn, we expect 0.05% probability of creating a
Frenkel pair per ion type. From Ref.[5] Supplemental Material.

5.3.2 Electron irradiation

To investigate the e�ect of deliberately introduced point-like disorder � � (T) was measured

before and after 2.5 MeV electron irradiation which was performed at the SIRIUS Pelletron Facility

(Ch. 2). The accumulated dose on the two samples used in this study is 1.8 C/cm2 = 1.12 x 1019

e� /cm 2. It is known that for certain materials and thick samples, electron irradiation may result

in a non-uniform distribution of the created defects in the longitudinal direction [40]. However, due

to the small thickness of our samples we expected a very uniform defect creation. To con�rm our

prediction we used NIST's ESTAR software to calculate the energy loss due to brehmsstrahlung

radiation by 2.5 MeV electrons in FeSe [41]. We found that the average energy loss by 2.5 MeV

electrons passing through a 0.03 mm thick FeSe sample is only 26 keV (� 1% of the initial energy).

Furthermore, the average stopping depth traveled by an electron inside FeSe until it slows down

to a full rest was estimated at � 1.2 mm, which is far greater than the thickness of our samples.

Both calculations indicate a highly uniform distribution of the created defects.
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Next we estimate the number of the defects created by 2.5 MeV electron irradiation. Fig. 5.2

shows ion-speci�c cross-sections calculated by using the SECTE simulation package, which was

redeveloped by the researchers in the Ecole Polytechnique facility [42]. In the �gure, two pairs

of curves for Fe (solid lines) and Se (dashed lines) are plotted for two values of the displacement

energy. The energy range betweenEd = 25 eV (upper curves) and Ed = 30 eV (lower curves)

gives the displacement energies commonly found in studies of various materials [43, 44]. At the

energy of the electrons used in this study (2.5 MeV), the average cross sections of all four curves

is � 80 barn. From here we estimate that 1 C/cm2 of irradiation dose has a 0.05% probability to

generate a Frenkel pair for each Fe or Se ions. A unit cell of FeSe has Z=2 which corresponds to the

0.2% probability of generating a defect per C/cm2 of irradiation. To apply the probability to our

samples which accumulated a dose of 1.8 C/cm2, we estimate about 2 x 1.8 x 1 x 10� 3 = 0.0036

Frenkel pairs (of either Fe or Se) per unit volume. Since FeSe has a unit cell withV = 78:4 �A3

[37], a volume that will contain at least one Frenkel pair is 78.4/0.0036 = 2.2 x 104 �A3. Assuming

a simple geometry, the average distance between these defects is justl � (2.1 x 104)1=3 = 30 �A.

Taking into account the annealing of up to � 30% of the defects upon warming up, the distance can

be estimated to increase by a factor of10
7

1=3 which is just about 10% enhancement. Now we can

compare this average distance to the coherence length of the material. Since theHc2;c � 17 T along

the c-axis andHc2;ab � 30 T in the planar directions [45], we can use the relationHc2 = � 0 (2�� 2) � 1

to get the coherence lengths� c = 110 �A and � ab = 83 �A, respectively. These values are consistent

with a superconductor with a mild degree of anisotropy. Terashimaet al. estimate the coherence

lengths from the slope ofdHc2=dT at 130 �A and 57 �A which are close to our estimate. Although

these values are estimated from the measurements of pristine FeSe, we only expect irradiation to

push them slightly toward the higher end. In either case, these coherence lengths are larger than

the distance between the defects of� 33 �A. Combined with the fact that these defects are non-

magnetic, for an anisotropic superconductor in this regime (l < � ) Tc suppression is expected to

saturate as function of scattering [46].
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Figure 5.3 (a) The variation of the normal state skin-depth � � skin (T � Tc) of sample A
after a linear-subtraction as shown in the inset. Arrows mark the structural
transition Ts, before and after 2.5 MeV electron irradiation of 1.8 C/cm2. (b)
London penetration depth � � (T) before and after electron irradiation in sam-
ples A and B. The pristine sample had a mid-pointTc � 8:8 K which increased
after irradiation as shown by the arrows. Adapted and revised from Ref. [5].

5.4 Results

Fig. 5.3 shows the high temperature (up to� 95 K) measurements to probe the e�ect of electron

irradiation on Tc and Ts. In the normal state, the TDR signal is proportional to the normal skin

depth � skin = ( � (T)=��f )2, where f is the resonator frequency and� is the magnetic permeability.

The resistivity � (T) has a kink at Ts [14] which is detected here via� skin (T). To visualize the

transition better, we subtract a linear part above Ts as shown in the inset of Fig. 5.3(a). The

structural transition temperature Ts has shifted down by -0.9 K in sample A after irradiation.

Similar behavior was also observed for Sample B (not shown). Fig. 5.3(b) shows the region of

the superconducting transition. Both samples A and B show a very similar behavior withTc �

8:8 K (mid-point) which increased by 0.4 K. Such Tc increase upon electron irradiation is highly

unusual and its observation imposes strict limitations on the structure of the superconducting order

parameter. We note that although Tc enhancement reported here was measured in two di�erent

samples, we only had the opportunity to access one irradiation dose of 1.8 C/cm2. Scenarios
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Figure 5.4 (a) The low temperature part of � � (t � T=Tc) of samples A (red) and B (blue)
before (solid lines) and after (dashed lines) of 2.5 MeV electron irradiation of
1.8 C/cm2. The arrow points to an example of the power-law �t � � (t) / tn . In-
set shows � � ab (teal) and � � c (red) of sample C. (b) The exponentn obtained
from the power-law �tting for the data shown in (a). The x-axis is the upper
limit of the �tting range, Tmax =Tc. In all samples, the exponents increase to
well above the dirty limit of n = 2 at low temperatures indicating the presence
of a small but �nite superconducting gap. After electron irradiation n becomes
even higher, which is consistent with the reduction of the gap anisotropy. The
c-axis direction is also fully gapped. Adapted and revised from Ref. [5].

discussed in this Chapter may, in fact, lead to some non-monotonic behavior and further studies of

Ts and Tc as functions of irradiation dose are needed.

Fig. 5.4(a) shows � � (t) of samples A and B before (solid lines) and after (dashed lines) 2.5 MeV

electron irradiation with the dose of 1.8 C/cm2. Here, t � T=Tc is the normalized temperature. At

the lowest temperatures (t < 0:05) the penetration depth remains practically 
at. Its amplitude

increases faster with temperatures in irradiated samples, signaling an increase of the number of

thermally excited quasiparticles compared to the pristine case. The inset shows in-plane (�� ab)

and out-of-plane (� � c) penetration depths measured in sample C [38]. The ratio of �� ab and � � c at

t = 0 :3 is about 3, consistent with the relatively low anisotropy of other iron-based superconductors

[38].
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5.5 Analysis

Presented in the next subsection is the low temperature analyses on the revised �gures with the

corrected calibration as discussed earlier. Since the corrected calibration only practically scales the

magnitude of � � (T) by a factor of � 2, it leaves the low temperature power-law behavior (linear,

T2 or exponential) unaltered. Therefore the original results presented in [5] are still valid, since

the analyses only depend on the exponent of the power-law or the BCS �tting on the temperature

dependence.

However, we caution the reader to discern the values of the gap magnitude and gap anisotropy

drawn in the super
uid density subsection. The 
 -model �tting was performed on the original curve

with an inaccurate calibration and we did not redo the �tting since all the qualitative results are

fully compatible with the revised super
uid density curve (which is presented in the Conclusions).

Here we still present the results from the original paper [5] since it still serves as a good example

of how to analyze the super
uid density data of a given material.

5.5.1 Low temperature behavior

With an apparent saturation of � � (T) only at quite low temperatures, we analyze its behavior

using two approaches. First, following our previous studies [38] we �t the London penetration depth

by the power-law � � (t) / tn . The solid black curve (indicated by an arrow in Fig. 5.4(a)) shows

an example of such a �t. We examine the dependence of the exponentn on the upper limit of the

�tting range Tmax =Tc, which was varied from 0.05Tc to 0.3 Tc while the lower limit was �xed at

the base temperature of� 50 K. Fig. 5.4(b) shows how the exponentn increases with the decrease

of Tmax =Tc, reaching the values signi�cantly greater than 2 below 0.1Tc. This indicates that the

average gap value is signi�cantly anisotropic with the presence of a small but �nite gap, because

both accidental and symmetry-imposed line nodes result in 1� n � 2.

As discussed in the Introduction, some STM experiments on high quality samples reported

evidence for gap nodes in thin �lms [26] and single crystals [27]. Furthermore from the theoretical

stand-point, a ground state with a very shallow C2-symmetric nodes was found within the spin
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uctuation calculations with orbital ordering [24, 25] so both �ndings are in apparent contrast to

our small gap result. We note here that because our samples are twinned [37], the supercurrent 
ows

through structural domains of both orientations. In principle, if one orientation is nodal we should

detect it in the clean limit. However, we know that accidental nodes can be lifted by intraband

disorder scattering [47]. It may, therefore, be that our samples are slightly more disordered than

those that show nodes. A similar suggestion was made on thermal conductivity [33] and (ARPES

+ thermodynamics) [20] measurements.

It is also possible that samples of FeSe di�er from one another not because of small di�erences in

the defect concentrations, but due to di�erent concentrations of twin boundaries due to the growth

conditions or the sample mounting. Watashigeet al. [34] have shown that even the bulk crystals

exhibiting a nodal state show large scale regions of full gap behavior in the neighborhood of twin

boundaries. Depending on its irregularity, the twin boundary may act as a pair breaker in which

case this e�ect might be simply another version of the disorder node lifting phenomenon. The long

range nature of the e�ect suggests however, that other physics maybe in play [34]. With only our

data we cannot make convincing statements about the origin of our small gaps but it appears clear

that the gap is sensitive to small perturbations, which can gap a nodal state. The most natural

explanation then, is that disorder is lifting the nodes in slightly less pure samples or the ones with

a higher twin density.

Our second approach to analyze the low temperature behavior is to use the BCS single gap

�t � � (t) = C1 + C2
p

��= 2t exp(� �=t ), with a variable upper temperature limit Tmax =Tc. C1,

C2 and � � �(0) =Tc are free parameters. This procedure can be used to estimate the minimum

gap in the system provided that the measurements were done down to low enough temperature,

which is the case here. Fig. 5.5(a) shows examples of the exponential �tting of the sample B

data before and after electron irradiation. Fig. 5.5(b) presents the ratio of �(0) =Tc obtained as

the best �t parameter for several values of the upper limit of the �tting range. While there is

only a hint of saturation in the pristine curve, the �ts of the irradiated state saturated at about

� min (0)=Tc indicating a truly exponential behavior. In addition, we see that the smaller range �ts
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Figure 5.5 (a) The low temperature � � (t) data of sample B with an example of BCS
�tting for Tmax =Tc � 0:08 before (lower curve) and after 1.8 C/cm2 electron
irradiation (upper curve). Also shown are the equation and de�nitions used.
(b) �(0) =Tc ratio obtained as a best �t parameter with di�erent upper limits
of the �tting range, which is plotted as the x-axis. Adapted and revised from
Ref. [5].
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Figure 5.6 The super
uid density analyzed in terms of anisotropic gap in the form shown.
The best �t is obtained for � s calculated with � (0) = 330 nm. However, with
� s = 400 nm the �t is also reasonable for the ranget � 0:3. For completeness,
a two-gap 
 -model [48] �t is shown by the dashed line. Inset (a) shows the
angular variation of the gap with r = 0.70 (best �t of � (0) = 400 nm data),
r = 0.75 (best �t of � (0) = 330 nm data) and r = 1.2 of the hypothetical
accidental nodes state, just for comparison. Inset (b) shows the variation of the
gap with temperature obtained from the self-consistency equation 5.1. Taken
from Ref. [5], which was found to be slightly miscalibrated after the paper was
published however, all the qualitative results are still valid.

indicate clearly that the minimum gap has increased upon irradiation, a phenomenon analogous

to node lifting which results from the averaging of the gap anisotropy by intraband disorder [47].

This is only possible if the anisotropy and possible nodes are not imposed by the pairing potential

symmetry (i.e. anisotropic s-wave, or s� , but not d-wave).

5.5.2 Super
uid density

To gain further insight into the gap structure, we need to analyze the temperature-dependent

super
uid density ( � s(T) = (1 + � � (T)=� (0)) � 2) over the entire temperature range belowTc.
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Since our TDR technique only measured �� (T), we searched the literature for the value of� (0) in

FeSe. In Fig. 5.6 the super
uid density is plotted for the � (0) values of 400 nm (from microwave

cavity perturbation [27]) and 330 nm obtained from the best �t to the anisotropic order parameter,

described in the following paragraph. The curves are not too far from each other so there is no

substantial di�erence for the choice of � (0) in this spatial range. Super
uid densities for both

samples A and B before and after electron irradiation are shown in Fig. 5.7. Note that both

are normalized arbitrarily to 1 at T = 0. While it is clear that electron irradiation results in

a suppressed super
uid density at all temperatures, we cannot make more rigorous conclusions,

because we lack the information on how much� (0) increases due to electron irradiation.

To describe the data over the whole temperature range, we discuss �ts using a single anisotropic

order parameter as well as two isotropic gaps. Neither is really appropriate for a multiband,

anisotropic superconductor but these analyses can give some sense of what properties the true gap

function must display. In order to analyze the data with an anisotropic order parameter with the

possibility of both gapped and nodal states, we use a convenient parametrization to separate the

temperature and angular dependencies [49], �(t; � ) = 	( t)
( � ). The temperature-dependent part,

	( t), is obtained from the self-consistency equation [38],
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where ~! = �k B T (2n + 1) are the Matsubara frequencies and the angular part, 
( � ) = (1 +

r cos(4� ))=(1 + r 2=2)1=2, is chosen as a simple representation of the gap anisotropy. In general

one could choose other anisotropic harmonics (e.g., cos(n� )) according to the symmetry of the

lattice [50, 51, 52], but this would not alter the qualitative results. The angular part is normalized,

h
 2i = 1. The �tting results of the experimental super
uid density using the set of equations

above are shown in Fig. 5.6. A direct �t of the experimental � s(t) with � (0) = 400 nm to this

anisotropic gap can only reproduce the data roughly below 0.3T=Tc, with r = 0 :70. However, a

small adjustment of � (0) to 330 nm produces a curve that can be �tted with r = 0 :75 in the whole

temperature range. The angular variation of the gap is shown in inset (a) in Fig. 5.6. A hypothetical

nodal case with r = 1 :2 is shown for comparison. For the �tting the temperature-dependent part
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of the gap 	( t) was calculated self-consistently [38] and is shown in inset (b), in comparison with

the isotropic case ofr = 0. For completeness, we also used a self-consistent two-gap
 -model [48]

as shown by the dashed line in Fig. 5.6. However, due to the isotropic gaps assumption of the �t

it only captures the intermediate temperatures. Nevertheless, the interaction parameters inferred

from the 
 -model �tting result in a positive average of the interaction matrix hV i > 0, which is

important for the discussion below.

5.5.3 Reconciling low temperature pair-breaking e�ects with Tc enhancement by ir-

radiation

It is clearly important to reconcile the data at low temperatures (including the small gap and its

enhancement due to electron irradiation) which are consistent with pair-breaking in an anisotropic

s-wave state with the remarkable fact that Tc increasesafter irradiation. Note that there are several

irradiations (for example by heavy ions) that produce essentially no change inTc. These e�ects

have been understood in terms of mesoscopic inhomogeneity, in contrast to the spatially uniform

disorder produced at the nanoscale regime by electron irradiation. In pnictides (e.g. the BaFe2As2

and CaKFe4As4 series) however,Tc is suppressed fairly rapidly by 2.5 MeV electron irradiation

[53, 54, 55, 56]. For example, near optimally doped K-Ba122 (Ch. 3) the same irradiation dose of

1.8 C/cm2 suppressesTc by � 5%. On the other hand, in both the two FeSe samples presented in

this work, Tc increases by the same amount. Hence, the e�ect of electron irradiation in FeSe is

qualitatively di�erent. In other words, some aspects of the defects created by electron irradiation in

this system are not consistent with a purely pair-breaking interpretation. The irradiation may, for

examples, e�ectively dope the system, exert chemical pressure, or by some other means, enhance

the pairing interaction (\pair strengthening"). Another possibility is that the superconductivity

in FeSe is competing with a secondary order that is suppressed more rapidly by disorder than the

superconductivity itself. Theoretical studies in this area have explored scenarios of the spin-density

wave [57] or the nematic [58] phases competing with superconductivity, which may result inTc

enhancement.
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Before discussing each individual scenario of what might causeTc to increase as presented above,

�rst we need to address why the usual pair-breaking e�ect of disorder is rather small in FeSe. In this

case there are several situations in which pair-breaking, even in a highly anisotropic superconductor,

is fairly minimal. The �rst example is a conventional, sign-preserving s++ superconductor where

non-magnetic disorder is pair-breaking but only to the extent that it averages the gap anisotropy

[46]. However, this seems unlikely simply because the electronic interactions and the Fermi surface

of FeSe are so similar to other iron pnictides, where there is considerable experimental evidence and

theoretical justi�cation for an s� identi�cation [50, 59]. For instance, inelastic neutron scattering

measurements also favor ans� gap structure in this material [22]. In this case, without any

signi�cant interband impurity scattering s� pairing is also fairly insensitive to disorder, at least as

insensitive as the corresponding anisotropics++ . It seems to us that this latter possibility is likely

to be the case. If we compare our data to the irradiated BaFe2(As0:67P0:33)2 [53], then the e�ect

of pair strengthening or the competing order would have to of roughly the same order, but a bit

larger, compared to the (opposite sign) e�ect of the disorder pair-breaking.

Now we can discuss various scenarios of the origin of theTc enhancement. First, we �nd the

doping scenario unlikely because we measured the Hall coe�cient in other systems of superconduc-

tor and found that electron irradiation is not doping the system [56, 60]. Second, we consider the

possibility that the Frenkel pairs created by electron irradiation change the lattice in away that

mimics some kind of chemical pressure, thereby altering the electronic structure and the pairing

interaction itself. One e�ect of this type is of course, the actual hydrostatic pressure whereTc is

observed to increase simultaneously with the decrease ofTs, exactly as observed here [7, 8]. How-

ever, the creation of Frenkel defects should expand rather than collapse the lattice. Nevertheless,

similar e�ects have been seen when the lattice is expanded, e.g. in the FeSe intercalate family.

As pointed out by Noji et al. [61], expanding the lattice by intercalation in the c-direction in the

range of 5-9�A increasesTc linearly at a rate of about 14 K/ �A. FeSe itself is at the bottom of this

lattice constant range. This trend in the intercalates was reproduced by spin 
uctuation theory

with the calculated Fermi surfaces as input [62] and arises crudely due to the increase of the Fermi
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level density of states asc increases. On the other hand, uniaxial thermal-expansion measurements

show (via thermodynamic relations) that Tc is mostly a�ected by the in-plane lattice parameters

a and b, and is much less sensitive to thec-axis lattice constant [37]. In either case, our estimates

of the average stretch of thec-axis lattice constant with irradiation provide an e�ect that is an

order of magnitude too small to in
uence Tc via chemical pressure mechanism compared to the

5% enhancement observed. With our irradiation dose, we create approximately 3.6 x 10� 3 Frenkel

pairs per unit cell and even the most optimistic estimates give a minuscule volume change in the

order of the Frenkel pair density � V=V0 . 10� 3, which at best, can result in about 0.1 K change of

Tc for any optimistic scenario of either expansion of thec-axis or hydrostatic pressure. So we may

safely conclude that pressure due to electron irradiation is not su�cient to explain our results.

For the competing orders scenario, in FeSe there appears to be no long range magnetic order in

ambient pressure but a signi�cant nematic order is present due to the weak orthorhombic distortion

below the structural transition. The assumption of a competition between the two states appears

reasonable becauseTs is suppressed whileTc is enhanced, both under hydrostatic pressure [7, 8]

and S/Te doping [63, 64]. Mishra and Hirschfeld [58] have shown that under plausible conditions

(i.e. multiband character and strong initial nematicity, among other things), disorder may suppress

the nematic order and allowTc to rise. However, several experimental pressure studies uncovered a

nearby magnetic instability [7, 8, 65] which suggests that there might be a more complex interplay

between the competing nematic, magnetic and superconducting orders as revealed in the phase

diagram [7, 65].

The relationship between the superconducting and magnetic phases is also the key point in

the discussion of the �nal scenario of pair strengthening. We discuss the possibility that the

impurity is pair strengthening i.e., that it enhances the pair interaction locally as discussed in

several microscopic models [66, 67, 68, 69]. Here, the basic idea is that the electronic structure

is modulated locally so that it enhances the spin 
uctuations when the system is already near a

magnetic transition. Note that the impurity can, at the same time, possess an electrostatic potential

component that is itself pair-breaking so the competition between these two e�ects decides whether
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Tc is enhanced locally or not. As discussed in the Ch. 5.3 for the concentration of defects estimated

in our irradiated sample, the defects are (on average) well within a coherence length of one another

so there is a percolating superconducting path at the enhancedTc, such that it can be detected

in transport. The broadening of the transition by irradiation tends to support an inhomogeneous

enhancement of this type. Note that since the above theoretical works considered only Hubbard-

type single-band models in cuprates, considerable further work is necessary to establish the validity

of this scenario in the context of the iron-based materials.

5.6 Summary and Conclusions

FeSe presents a unique opportunity to study bulk superconductivity in relation to a strong

nematic phase with the absence of a long-range magnetic ordering in ambient pressure. However,

experiments in pressure dependence [7, 8, 65] and inelastic neutron scattering [22] showed that a

long-range magnetic phase may still be playing a relevant role or even competing with the other two

phases. Using electron irradiation, we showed that superconductivity has a complex interplay with

nematicity (and possibly magnetism), which is coupled to the structural tetragonal ! orthorhombic

transition. With 1.8 C/cm 2 dose of 2.5 MeV electron irradiation, we observedTc enhancement

by � 0.4 K and Ts suppression by � 0.9 K. At present, we narrow down the possible scenarios

for the Tc enhancement to (i) the competition between superconductivity and nematicity where

disorder suppresses the nematic order faster [58], (ii) the induced disorder enhancing the local spin


uctuations which strengthen Cooper pairing [66, 67, 68, 69], or (iii) a combination of both.

After our work in 2016, Mizukami et al. in 2017 reported a Tc enhancement in underdoped

P-Ba122 system due to electron irradiation [70]. They explained theTc increase as an e�ective

shift of the T vs doping phase diagram as the critical point is suppressed to lower P composition by

irradiation. The shift is due solely to scattering e�ects without any e�ective doping in the material,

which is similarly observed by our group [56, 60]. It seems that this framework might essentially

capture the same mechanisms and is fully compatible with the previous discussion in the Analysis

section.
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